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Preface

This document describes how to use the Hitachi Infrastructure Adapter for
Microsoft® System Center Operations Manager software management packs
for compute systems.
This preface includes the following information:

1 Intended Audience

& Product Version

1 Release Notes

1 Referenced Documents

1 Related Documents

1 Document Conventions

1 Convention for Storage Capacity Values

I Getting Help

& Comments

Note

The use of Hitachi Infrastructure Adapter for Microsoft® System Center Operations
Manager for Storage Systems and all other Hitachi Data Systems products is governed
by the terms of your agreement(s) with Hitachi Data Systems Corporation.

|

1]
[T

I

Preface

Hitachi Infrastructure Adapter for Microsoft® System Center Operations Manager
User’s Guide for Storage Systems



Intended Audience

This document is intended for system administrators, Hitachi Ltd.
representatives, and authorized service providers who are involved in installing,
configuring, and operating the Hitachi Storage System, Compute System and
Switch families.

Readers of this document should be familiar with the following:
o Enterprise storage arrays and their basic functions.

o Hitachi Unified Storage (HUS), Virtual Storage Platform (VSP), Hitachi
Unified Storage VM (HUS VM), Virtual Storage Platform G1000 (VSP
G1000), Virtual Storage Platform Gx00 (VSP Gx00), Hitachi Virtual
Storage Platform Fx00 (VSP Fx00), and Virtual Storage Platform G1500
(VSP G1500) and Virtual Storage Platform F1500 (VSP F1500) storage
arrays.

o Hitachi NAS Platform (HNAS).
o Microsoft System Center Operations Manager.

Product Version

This document revision applies to Hitachi Infrastructure Adapter for Microsoft®
System Center Operations Manager version v01.10.0 or later.

Release Notes

Release notes are on the documentation CD. Read the release notes before
installing and using this product. They may contain requirements or
restrictions that are not fully described in this document or updates or
corrections to this document.

Referenced Documents

Hitachi Infrastructure Adapter for Microsoft® System Center Operations
Managerdocuments:

Hitachi Storage Adapter for Microsoft Windows PowerShell® User’s
Guide, MK-99DF8228-19

Hitachi Data Systems Portal, http://portal.hds.com
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Related Documents

Documents related to this product:

Hitachi documents:

O

O

Hitachi Infrastructure Adapter for Microsoft® System Center Operations
Manager Consolidated Installer User’s Guide, MK-92SCOMO010

Hitachi Infrastructure Adapter for Microsoft® System Center Operations
Manager User’s Guide for Compute Systems, MK-92SCOMO009

Hitachi NAS Platform Storage Systems Administration, MK-92HNASO013

Hitachi Storage Navigator Modular 2 Advanced Settings User's Guide,
MK-97DF8039

Hitachi Storage Adapter for Microsoft® Windows PowerShell User’s
Guide, MK-99DF8228, MK-09DF8201

Hitachi Virtual Storage Platform Provisioning Guide for Open Systems,
MK-90RD7022

Hitachi Virtual Storage Platform Hitachi Storage Navigator User Guide,
MK-90RD7027

Hitachi Unified Storage VM Block Module Provisioning Guide, MK-
92HM7012

Hitachi Unified Storage VM Block Module Hitachi Storage Navigator User
Guide, MK-92HM7016

Hitachi Virtual Storage Platform G1000 Provisioning Guide for Open
Systems, MK-92RD8014

Hitachi Virtual Storage Platform G1000 Global-Active Device User Guide,
MK-92RD8072

Hitachi Virtual Storage Platform G1000 Hitachi Universal Volume
Manager User Guide, MK-92RD8024

Provisioning Guide for Hitachi Virtual Storage Platform Gx00 and Fx00
Models, MK-94HM8014

Hitachi Virtual Storage Platform System Administrator Guide, MK-
94HM8016

Hitachi Command Control Interface User and Reference Guide, MK-
90RD7010

Hitachi Command Suite User Guide, MK-90HC172

Hitachi Data Systems Portal, http://portal.hds.com

Microsoft documents:

e}

Microsoft® technical documentation for System Center Operations
Manager
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Document Conventions

This document uses the following typographic conventions:

Convention

Description

Bold

e Indicates text in a window, other than the
window title, including menus, menu options,
buttons, fields, and labels. Example: Click OK.

¢ Indicates emphasized words in list items.

Italic

¢ Indicates a document title or emphasized
words in text.

e Indicates a variable, which is a placeholder for
actual text you enter or text provided by the
system. Example:
pairdisplay -g group
(For exceptions to this convention, see angled
brackets.)

screen/code
(monospace)

Indicates text displayed on screen or text that
you enter.
Example: # pairdisplay -g oradb

<> angled brackets

e Indicates variables in the following scenarios:

Variables are not clearly separated from the
surrounding text or from other variables.

Example:
Status-<report-name><file-version>.csv
e Variables in headings.

[ ] square brackets

Indicates optional values. Example: [a | b]
indicates that you can select a, b, or nothing.

{ } braces Indicates required or expected values.
Example: { a | b } indicates that you must select
either a or b.

| vertical bar Indicates a choice between two or more options

or arguments. Examples:

[a | b] indicates that you can select a, b, or
nothing.

{ a | b } indicates that you must select either a or
b.

_ (underlined text)

Default value

10
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This document uses the following iconographic conventions to draw attention

to information:

Label Definition

= Note Calls attention to important and/or additional

=7 3 information.
,-”H“", Tip Provides helpful information, guidelines, or suggestions
"“~H;" for performing tasks more effectively.

' Caution Warns the user of adverse conditions and/or

consequences (for example, disruptive operations).

" WARNING | Warns the user of severe conditions and/or

‘ consequences (for example, destructive operations).

Convention for Storage Capacity Values

Physical storage capacity values (for example, disk drive capacity) are
calculated based on the following values:

Physical Capacity Unit Value

1 kilobyte (KB)

1,000 (10°) bytes

1 megabyte (MB)

1,000 KB or 1,000% bytes

1 gigabyte (GB)

1,000 MB or 1,000° bytes

1 terabyte (TB)

1,000 GB or 1,000" bytes

1 petabyte (PB)

1,000 TB or 1,000’ bytes

1 exabyte (EB)

1,000 PB or 1,000° bytes

Preface 11
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Logical storage capacity values (e.g., logical device capacity) are calculated
based on the following values:

Logical Capacity Unit Value

1 block 512 bytes

1 cylinder Mainframe: 870 KB
Open-systems:
e OPEN-V: 960 KB
e Others: 720 KB

1 KB 1,024 (2% bytes

1 MB 1,024 KB or 1,024 bytes
1 GB 1,024 MB or 1,024° bytes
1TB 1,024 GB or 1,024" bytes
1 PB 1,024 TB or 1,024° bytes
1 EB 1,024 PB or 1,024° bytes

Getting Help

The Hitachi Data Systems Support Center staff is available 24 hours a day,
seven days a week. To reach us, please visit the support Web site for current
telephone numbers and other contact information:
http://www.hds.com/services/support/. If you purchased this product from an
authorized HDS reseller, contact that reseller for support.

Before calling the Hitachi Data Systems Support Center, please provide as
much information about the problem as possible, including:

I The circumstances surrounding the error or failure.

1 The exact content of any error message(s) displayed on the host
system(s).

Comments

Please send us your comments on this document: doc.comments@hds.com.
Include the document title, number, and revision level (for example, -07), and
refer to specific section(s) and paragraph(s) whenever possible. All comments
become the property of Hitachi Data Systems Corporation.

Thank you!
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Introduction

The System Center Operations Manager (SCOM) is a performance, health and state
monitoring product for Microsoft Windows operating systems.

The Hitachi Storage Adapter for Microsoft® System Center Operations Manager is
the storage-oriented subset of the Hitachi Infrastructure Adapter for Microsoft®
System Center Operations Manager. It enables Hitachi storage device
configuration, health and alert information to appear in the SCOM console.

The status of registered devices is displayed in the Hitachi Storage Systems
folder in the directory tree shown in the Monitoring pane of the operation console.

a
a
O]

a
a
O]
O]

Controller displays storage device controllers.
Controller Port displays storage device controller ports.

Drive displays hard drives attached to Modular and Enterprise storage
arrays, and SDs (system drives) visible to HNAS devices.

EVS displays HNAS EVS and Unified HNAS module objects.
File Server Node displays HNAS and Unified HNAS module nodes.
File System displays HNAS and Unified HNAS module filesystems.

Link Aggregation displays HNAS and Unified HNAS module aggregated
Ethernet ports (e.g. agl).

Link Aggregation Port displays the individual Ethernet ports constituent to
HNAS and Unified HNAS module port aggregation objects (e.g. gel).

Logical Unit displays LUs and LDEVs on Modular and Enterprise storage
arrays, respectively.

Quorum Device displays HNAS cluster quorum devices.

Storage Pool displays RAID groups and similar objects on Modular and
Enterprise arrays, and HNAS storage pools.

Subsystem displays high-level information for each storage device.

Introduction 13
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The management pack provides the following storage performance object views in
Monitoring pane of the Operations Console (under Hitachi Storage Systems
3.11 > Performance):

a

Controller Port Performance displays controller port performance data for
monitored HUS, VSP, HUS VM, VSP G1000, VSP Gx00, VSP Fx00, VSP
G1500, and VSP F1500 storage subsystems.

HDP Pool Performance displays HDP pool performance data for monitored
HUS, VSP, HUS VM, VSP G1000, VSP Gx00, VSP Fx00, VSP G1500, and VSP
F1500 storage subsystems.

Logical Unit Performance displays logical unit performance data for
monitored HUS, VSP, HUS VM, VSP G1000, VSP Gx00, VSP Fx00, VSP
G1500, and VSP F1500 storage subsystems.

RAID Group Performance displays RAID group performance data for
monitored HUS, VSP, HUS VM, VSP G1000, VSP Gx00, VSP Fx00, VSP
G1500, and VSP F1500 storage subsystems.

The management pack provides the following storage replication object views in
the Monitoring pane of the Operations Console (under Hitachi Storage Systems
3.11 > Storage Replication).

O]

HNAS Snapshot displays snapshots for monitored HNAS and Unified NAS
module file servers.

Remote Storage Replication displays remote storage replication
information for monitored storage devices.

Storage Replication displays storage replication information for monitored
storage devices.

Storage alerts are displayed under Hitachi Storage Systems Alerts.

O]

Alerts displays alerts collected from HUS, VSP, HUS VM, VSP G1000, VSP
Gx00, and VSP Fx00 storage subsystems; HNAS or Unified NAS Module
subsystems are not supported

Connector Alerts displays alerts when HSCS (the SCOM adapter Windows
service) stops running.

SNMP Alerts displays alerts when SCOM receives SNMP traps directly from
HUS VM, HNAS, Unified NAS module, VSP, VSP G1000, VSP Gx00, VSP Fx00,
VSP G1500, and VSP F1500 arrays.

Introduction
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Setup and Configuration

The Hitachi Storage Adapter for Microsoft® System Center Operations Manager

view appears in the Monitoring view of the SCOM console.

File Edit View Go Tasks Tools Help

Search~ _ %4
Monitoring
4 M Monitoring
| Active Alerts
=] Discovered Inventory
i buted Applicators
ask Status

%] UNDULInuX Computers

2] Windows Computers
4 Agentless Exception Monitoring
4 Application Monitoring
4 Data Warehouse
4 (g Hitachi
< | Comprehensive Diagram

.

3 Hitachi Compute Biade Systems
4 Alert Views
4 Diagram Vievs
4 Performance Views
4 (g State Views
A Compute Blade 2000
4 Compute Blade 2500
A Compute Biade 500
(. Hitachi Compute Rack Systems

S

4 Alert Views
4 Diagram Views
4 Performance Views
4 (g State Views
& Compute Rack 200

Show or Hide Views..
New View »
Bl Monitoring
A Authoring
$ Administration

B My Workspace

Ready

Kentucky - Operations Manager

-\ Monitoring Overview

0‘ Required Configuration Tasks:
d

9 Required : Import management packs
# Required: Enable Notification Channeis

State and Alerts:

& Computer Health

[

View Management Group Health

Key Concepts

The Monitoring Workspace

Learn About

Running

Tuning Monitoring by Using Targeting and Overrides

ing Data and Objects in the Operations Console

[a] x |

Adding a subsystem

1. Open the Microsoft Management Console (MMC) from the Windows from the

Windows Start menu.

Select: All Programs > Hitachi > Hitachi Storage Management Pack
for SCOM > Hitachi Storage Connector Configuration.

Setup and Configuration 15
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@ Hitachi Storage Connector Configuration - [Console Root\Hitachi Storage Connector Configuration] |L[£-
a File Action View Window Help X
«=| zE B8
B Hitachi stomge Subsystems | Connector Configuration [Performance [ Advanced Configuration | Hitachi Storage Connector ... «
Subsystem  Model Serial Number CTLO cTL SVPIP Admin EVS IP AddSabeystem..
[HUS130 922 | HUS130  [92210013 172174660 [172174661 | | (IR SLEIEEetey
View »

New Window from Here

ﬂ Help

< m >

=-HUS130_92210013
Model : HUS130
Serial Number: 92210013
CTLOIP:172.17.46.60
CTL1IP:172.1746.61

Important

Support for monitoring global storage virtualization Virtual DKCs must be enabled prior to
configuring the SCOM adapter to monitor them.

To enable this support:

1. Stop the Connector service.

2. Using a text editor, open the HiScomConnectorService.exe.config file from the
installation directory.

3. Find the following line:

<add key="VirtualStorageSupportMode" value="false" />
4. Change the value from “false” to “true”.

<add key="VirtualStorageSupportMode" value="true" />

Global storage virtualization Virtual DKCs can be monitored by adding VSP
G1000 arrays, VSP Gx00, VSP Fx00, VSP G1500, or VSP F1500 arrays, and
entering the serial numbers which correspond to the Virtual DKCs. The
screenshot below shows how this looks.

The Virtual DKC information specified when registering the storage system is
displayed in Subsystem, Model and Serial Number columns. The Physical
DKC(s) upon which the Virtual DKC resides are displayed in parentheses.

Virtual DKCs configured across multiple Physical DKCs are displayed in this
format: Virtual DKC (Physical DKC1, Physical DKC2). Thereis a 1:N
correlation between Virtual DKCs and Physical DKCs.

Setup and Configuration
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& File Action View Window Help

-lalx
&9 20
(21 Console Root Hitachi Storage Connector Configuration Actions
D Huchisonge|[[=—————— |
Subsystems | Connector Configuration | Performance | Advanced Configuration |
Subsystem Model SerielNumber  CTLO T VPP & AddSubsyste.,
‘;VSP_GIUUU_SHZI (VSP_G1000_54321, VSP_G1000_50002) VSP_G1000 (VSP_G1000, VSP_G1000) 54321 (54321, 50002) 172.16.105.15 % Remove Subs..
~ ~ ~ " View 4
New Window ..
Help
(Physicall, Physical 2)
«| [T >
=-VSP_G1000_54321 (VSP_G1000_54321, VSP_G1000_50002)
Madel : VSP_G1000 (vSP_G1000, VSP_G1000)
Serial Number : 54321 (54321, 50002)
SVPIP:172.16.105.15
b
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When VSP Gx00 or VSP Fx00 arrays are being used, the Controller O IP field
corresponds to Controller 1 of the array, while the Controller 1 IP field

corresponds to Controller 2.

i@ File Action View Window Help

9 2[F

(2 Console Root
1 Hitachi Storage

Connector Configuration | Performance |Advanced Configuration \

Hi nnector Configuration

Subsystem Model Serial Number CTL0 CTu SVPIP
VSP_G200_477777 VSP_G200 477777 [1?2.16.105.21 172.18.105.22] 172.16.105.25
VSP_F400_400003 VSP_F400 400003 1721610517 1721610518 172.16.105.23

Admin EVS IP

=-VSP_G200_477777
Model: VSP_G200

- Serial Number: 477777

~CTLOIP:172.16.105.21

~CTL1IP: 510

SVPIP:172.16.105.25

< m ] >

< Add Subsystem..,

% Remove Subsystem
View

New Window from Here

Help

Setup and Configuration
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2. In the Actions pane of the console, click Add subsystem.

Add Subsystem -
Subsystem
Select Model: IHUS v I
Subsystem information
Controller( IP: | |
Controller1 IP: | l
User Name: | |
Password: | I
oK [ | Cancel
Notes
-__;_‘-_’?" 1. If the credentials used to access a subsystem change after the subsystem has been added,
- the current subsystem information may stop appearing in the SCOM console. To change
A the credentials used by the Hitachi SCOM Management Pack, remove and re-add the
subsystem configuration.

2. When adding any authenticated storage subsystem, the account must have resource View
or Modify permission.

3. After migrating a physical VSP array to a VSP G1000 Virtual DKC, it is necessary to remove
the VSP monitoring configuration from this MMC snap-in for this adapter and re-add it.

4. When entering a username and password, enter between 1 and 256 alphanumeric
characters, including the following special characters: " # $% &' ()*+,-./:; <=
>?@\[]~_""A{I|}~

3. From the Subsystem Select Model list, select the subsystem you want to
add.

o Adding an HUS subsystem:
a. Select HUS from the Select Model list.

Setup and Configuration 19
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Add Subsystem -

Subsystem

Select Model: [HUs vl

Subsystem information

Controllerd IP: 192.168.29.216 |
Controller IP: [192.168.29.217 |
User Name: [admin |
Password: |i’“‘" ]

[ OKk_] | Cancel |

b. In Controller0 IP and Controllerl IP, enter the IP addresses for the
system you are adding.

c. If the array is configured to use authentication, enter the credentials
into the User Name and Password fields.

d. Click OK.

Setup and Configuration
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o Adding a VSP/HUS VM/VSP G1000/VSP G1500/VSP F1500 subsystem:
a. Select a model from the Select Model list.

Add Subsystem -

Subsystem

Select Model: [VSP v I
Subsystem information

Aray Seral &: (53103 |

SVP IP Address: [192.168.29.100 |

User Name: Iadmin I

Password: I”‘“"I I

% , | Cancel

b. In Array Serial #, enter the serial number for the system you are
adding.

In SVP IP Address, enter the server IP address.

If the array is configured to use authentication, enter the credentials
into the User Name and Password fields.

e. Click OK.

a o

Notes

|

1. An array command device must be mapped to the SCOM adapter host, and the Command
Control Interface (CCI) software must be installed before registering Enterprise family
storage arrays. After installing the CCI software, you must restart both the Connector
service and the SCOM adapter’s MMC snap-in; otherwise, registration will fail.

2. In some environments, additional SCOM adapter configuration may be required to monitor
Enterprise family storage arrays. See Monitoring Enterprise Arrays more information.

3. To monitor a global storage virtualization Virtual DKC, enter the serial number for the
Virtual DKC when registering the storage system. When registering Virtual DKCs, SVP alert
monitoring is not supported.

4. If you upgrade a VSP G1000 subsystem while it is operating to a VSP G1500, the display for
the VSP G1000 subsystem will appear as UNKNOWN. Remove any VSP G1000
subsystem(s) that appear as UNKNOWN, then add the VSP G1500 subsystem.

1)

I

[

Caution

- —

When monitoring Thin Image pair snapshot groups and cascade types, only users with
permission to access all resource groups can add storage systems.
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o Adding a VSP Gx00/VSP Fx00 subsystem:
a. Select a model from the Select Model list.

Add Subsystem -
Subsystem

Select Model: [VsP Gx00 v]
Block information

Aray Seral #: 7930485 |

SVP IP Address: [193.171.30.101 |

User Name: Iadmin I

Password: I |
File information

Controller IP (Admin EVS IP): [193.171.30.102 |

User Name: Iadmin I

Password: I I

OK I Cancel

b. (Optional) Enter block information (select the checkbox to activate).

e In Array Serial #, enter the serial humber for the system you are
adding.

e In SVP IP Address, enter the server IP address.

e If the array is configured to use authentication, enter the credentials
into the User Name and Password fields.

C. (Optional) Enter file information (select the checkbox to activate).

e In Controllerl IP (Admin EVS IP), enter the IP address for the
system you are adding.

o If the array is configured to use authentication, enter the credentials
into the User Name and Password fields.

d. Click OK.
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If you are entering block information, in the File Information fields,
enter the Unified HNAS for the subsystem you entered in the block
information.

o Adding an HNAS subsystem:
a. Select HNAS from the Select Model list.

Add Subsystem -

Subsystem

Select Model: |HNAS v |

Subsystem information

Admin EVS IP: [192.168.29.227 |
User Name: ‘supervisor |
Password: I”’"‘”“i |

| OK%‘Cance!l

b. In Admin EVS IP, enter the IP address for the HNAS Admin services
enterprise virtual server (EVS).

c. If the array is configured to use authentication, enter the credentials
into the User Name and Password fields.

d. Click OK.

Notes

1. The IP address entered for Admin EVS IP should correspond to the an HNAS
Admin services EVS.

2. This adapter should be installed on a computer that has TCP/IP connectivity with
the HNAS Admin services EVS. This adapter depends on being able to log in to the
Admin services EVS with ssh.

3. If HNAS registration fails despite having used the Admin services EVS IP address,
use an SSH client to confirm that it is possible to login to the Admin services EVS
from the computer on which the this adapter is installed.

It ﬂ

\”

[
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Configuring the Hitachi Storage Connector

The Connector Configuration tab of the Hitachi Storage Connector Configuration
console is where you enter the configuration settings for the storage connector
service.

Hitachi Storage Connector Configuration - [Console RoofyHitachi Starage Connector Configuration] == -
File  Action  Wiew Help

«s nE BE

(3 Console oot Hitachi Storage Connector Configuration Actions
4 Hitachi Storage Connect

Pertarmance | Advancad Canfiquration | Hitachi Storage Connector Configuration =
i Start Service
Operations Manager Setup Infarmation {8 Stop Senice
Enter senver address A Test Comnection
LOCALHOST il Save Configuration
Enter refrash rate, in minutes (1-1440) T Refresh
4+ Uninstall Managerment Pack
Alert Filker Setting (For HUS)
Monitoring Options Alert Filker Setting (For the other models)
The following tree checkbores are unavalable in v0T.3.0 View 4
Please see the User's Guide for mare information. E Helg

Monitor Healthy Storage Pools

Wonitor Healthy Logical Units

Ianitor Healthy File Systems
Display Storage Replication Data.

Status Information
Test connection status : Connected to LOCALHOST
Test connection uses cument ussr logan.

Caonnector senvice status:  Stopped

Connector service uses defined secunty credentials,

Note

Any time you enter or modify the configuration settings, you must stop and restart the storage
connector service.

)””

It

I

1. Open the Hitachi Storage Connector from the Windows Start menu.
Select: All Programs > Hitachi > Hitachi Storage Management Pack
for SCOM > Hitachi Storage Connector Configuration.
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Note

The account used to start the MMC console must be a member of the Administrators group on
the computer(s) running SCOM and the Hitachi Infrastructure Adapter for Microsoft® System
Center Operations Manager. See Account permissions for installing and using the Hitachi
Infrastructure Adapter for SCOM in the Hitachi Infrastructure Adapter for Microsoft® System
Center Operations Manager Consolidated Installer User’s Guide.

1]
]r!o}l

I

2. Click the Configuration tab.

3. Enter the Operation Manager Setup Information

a. For the server address, enter LOCALHOST if the SCOM server is local.
Or, enter the IP address or hostname if the SCOM server is remote.

b. Enter a refresh rate for the data collection interval. The default refresh
rate is 30 minutes.

c. In the Actions pane, click Save Configuration.

4, Start the storage connector service.

In the Actions pane, click Start Service. The connector service status
changes from Not Running to Starting to Running. The status of the
storage connector service is displayed on the Connector Configuration tab
and it is updated automatically every 30 seconds.

@ Hitachi Storage Connector Configuration - [Console Root\Hitachi Storage Connector Configuration] ‘;E-
File Action View Help
s 27 BE
& HitachiStorage Connect Subsystems || Connector QQU(E'{{Q‘{?Qj Performance ] Advanced Configuration Hitachi Storage Connector Configuration -
© Start Senvice
Operations Manager Setup Information {8 Stop Service
Enter server address A TestConnection
[LOCALHOST &4 Sove Configuntion
Enter refresh rate, in minutes (1-1440) 4 Refresh
30 4 Uninstall Management Pack
Alert Filter Setting (For HUS)
Monitoring Options Alert Filter Setting (For the other models)
View »
H Help
Monitor Healthy Storage Pools
Monitor Healthy Logical Units
Monitor Healthy File Systems
[ Display Storage Replication Data
Status Information
Test connection status Connected to LOCALHOST
Connector semvice status: ~ Running
< n >
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Notes

|

[T

1. The first storage connector service started installs the Hitachi Storage Management Pack for
Microsoft SCOM and the connector settings on the SCOM server.

2. For the storage connector service to start, the System Center Data Access service on the
SCOM server must be running.

1]

T

(Optional) Test the connection between the storage adapter for SCOM and
the SCOM server.

In the Actions pane, click Test Connection. A message is displayed
notifying you that the operation manager is or is not connected. The
connection status is also displayed on the Connector Configuration tab.

Save the configuration settings.

In the Actions pane, click Save Configuration.

Verifying management pack installation on the SCOM server

The Administration view of the Microsoft System Center Operations Manager 2012
or 2016 console is where you verify that the current version of the management
packs have been installed on the SCOM server.

1.

Open the Operations Console from the Windows Start menu.

Select either:

All Programs > Microsoft System Center 2012 > Operations Console
All Programs > Microsoft System Center 2016 > Operations Console

Click Administration to display the Administration view.

Select Management Packs to display the list of installed management
packs.

Verify that the installed version of the Hitachi Storage Systems
management pack is the current version.

Note

|

|
[T

While uninstalling this adapter, the installer does not remove the management pack and the
connector settings from SCOM. To remove the management pack and settings, in the

[

Administration view of the Operations Console, select the management pack to be
uninstalled; then, from the Actions pane, click Delete.

Accessing the Hitachi Storage PowerShell Console

26

The Hitachi Storage Adapter for Microsoft Windows PowerShell® enables Hitachi
storage administrators to extend Microsoft Windows PowerShell® with cmdlets that
perform Hitachi storage device operations.
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A link named PowerShell Console is added to SCOM to conveniently start the
PowerShell adapter. You must install the Hitachi Storage Adapter for Microsoft
Windows PowerShell before this link will function.

The PowerShell Console link appears in the SCOM Console Actions pane under
Hitachi Storage Subsystems Tasks, as shown:

The PowerShell Console link appears in the Subsystem, HDP Pool, Storage Pool,
RAID Group, Drive, Controller, Controller Port and Logical Unit state views and the
monitored components alert views.

For more information see Hitachi Storage Adapter for Microsoft Windows
PowerShell® User’s Guide, MK-99DF8228-19.

Accessing Hitachi Storage Connector Service Properties

The Services console of the Windows Control Panel is where you view the
properties of the Hitachi Storage Connector Configuration service.

1. Open the Services console from the Windows Start menu.

Select: Control Panel > Administrative Tools > Services

2. Right-click on Hitachi Storage Connector Service, then select Properties
from the Action menu.

Services [= [= [T

File Action View Help
e [EEa= B » e

Services (Local) ‘ O Gl

Hitachi Storage Connector Service ~ Name

_ Health Key and Certiff Hitachi Storage Connector Service Properties (Local C... -

Stop the service Hitachi Compute Coff -~ I &
Restart the service Hitachi Server Manag| | General | Log On [Recovery i Dependencies
#3 Hitachi Storage Conn : : ) 1 _
|| Description: Hitachi Storage Mang| Service name: (et =
Collects and provides Hitachi Storage Human Interface Dev

Array information to Microsoft Display name: Hitachi Storage Connector Service

Operations Manager. Hyper-V Data Exchan

Hyper-V Guest Servic Description: Collects and provides Hitachi Storage Amay

Hyper-V Guest Shutd information to Microsoft Operations Manager.
%}, Hyper-V Heartbeat S

Hyper-V Remote Des| Path to executable:

Hyper-V Time Synchr] C:\Program Files\Hitachi\Hitachi Storage Management Pack for SCOM\HiS
Hyper-V Volume Sha
IKE and AuthlP IPsec Startup type: Automatic v
Interactive Services D

Internet Connection §
Internet Explorer ETW|

IP Helper Service status: Running ¥
< >
|\ Bxtended ('standard / Start Stop Pause Resume
You can specify the start parameters that apply when you start the service
from here.
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Configuring Performance Monitoring

These steps configure the SCOM adapter to display Hitachi device performance
information in the SCOM console.

1. Enable Performance Monitoring for HUS subsystems.
a. Open the Hitachi Storage Navigator Modular 2 Web application.
b. Go to Performance > Monitoring screen.
c. Enable the following performance measurement items:
e Port Information
e RAID Group, DP Pool and Logical Unit Information
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Enable Performance Monitoring for VSP, HUS VM, VSP G1000, VSP GxO00,

VSP
a.

® a0 o

Fx00, VSP G1500, and VSP F1500 subsystems.

Open the Hitachi Storage Navigator instance that corresponds to the
storage device being configured.

Go to the Performance Monitor screen.
Click Edit Monitoring Switch.

Click Enable.

Click Finish.

Enable SCOM Adapter Performance Monitoring.

a.
b.

Open the Hitachi Storage Connector Configuration console.

Select the Connector Configuration tab and click Start Service to
start the storage connector service.

Select the Performance tab, enter a performance data collection
interval.

Click Save Configuration. The default interval is 300 seconds.
Click Start to start performance monitoring.

@ Hitachi Storage Connector Configuration - [Console Root\Hitachi Storage Connector Configuration] l;li-
& File Action View Window Help X
e z2m d=
(3 Console Root Hitachi Storage Connector Configuration Actions
|l Hitachi Storage Connec ? = = 3
- s | Subsystems I Connector Configuration | Performance | Advanced Configuration | Hitachi Storage Connector Confi... 4
~|l| G Start
Storage Performance Settings (] gmp{h
Collection Interval in seconds (1-86400) -4 Save Configuration
300 %4 Refresh
= View
Stells nformaton New Window from Here
Collection Status : Stopped ﬂ Help
Counter Settings
Subsystem Controller PortRead Rate  Controller Port Write Rate ~ Control
HUS130_92210013 Enable Enable Enable
< m
Controller Port
Read Rate (IOPS) Read Transfer Rate (MB/S)
i Write Transfer Rate (MB/S,
7 = = Write Rate (I0OPS) rite Transfer Rate (MB/S)
Start Storage Performance Data Collection
Note
= The Collection Status value is refreshed every 30 seconds.
L —
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Supporting Maintenance Mode

When a monitored object is put into Maintenance mode, all of its constituent
objects are also put into Maintenance mode.

For example, if Storage Pool 1-12 contains LDEV 00:00:22 and LDEV 00:00:23,
when Storage Pool 1-12 is put into Maintenance mode, LDEV 00:00:22 and LDEV
00:00:23 are also put into Maintenance mode.

Objects in Maintenance mode are changed to the Not monitored state from the
current state (which could be Healthy, Warning or Critical).

When a monitored object is in Maintenance mode, the Connector Windows service
does not send WMI events to update their health states.

When monitored objects are brought out of Maintenance mode, their health state is
set to Healthy regardless of the state they were in before being put into
Maintenance mode. The Connector Windows service subsequently resumes
sending WMI events to update their health states.

When monitored objects are in Maintenance mode, no alerts are generated or
resolved.

Monitoring SNMP Trap Alerts

Enterprise family arrays (VSP, HUS VM, VSP G1000, VSP Gx00, VSP Fx00, VSP
G1500, VSP F1500, HNAS, and Unified NAS module) can use SNMP (Simple
Network Management Protocol) to report hardware and environmental events. You
can configure the subsystems and SCOM to display these events as alerts in the
Monitoring pane of the SCOM console.

Notes

|

[Tl

1. While it is possible to monitor SNMP traps while the Connector process is running, the
Connector is not strictly required for this feature to work. To monitor SNMP traps without
running the Connector, manually import the Hitachi.Storage.VSP.Alerts.mp Management
Pack into SCOM, then follow the configuration steps shown in this section.

2. It is not possible to monitor SNMP traps from global storage virtualization Virtual DKCs.

3. SNMP versions v1/v2c are supported, but v3 is not because it is not supported by SCOM
itself.

1)

[

To use this feature, the array must be configured to send events to the SCOM host,
and SCOM must be configured to receive them.

SCOM monitors Hitachi arrays as SNMP network devices. SNMP trap alerts are
generated by SNMP traps sent by the subsystems.
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Configuring a VSP subsystem to send SNMP traps to SCOM

Note
‘E—” The images shown in the procedure below are of an original VSP subsystem; however, the
:é steps are similar for configuring VSP G1000, VSP Gx00, VSP Fx00, VSP G1500, and VSP
A F1500 subsystems.
1. Open a Web browser and enter the IP address of the management network

interface for the VSP subsystem. Ensure the web browser you are using
allows popup windows. You will see the Hitachi Storage Navigator login
screen.

{2 Hitachi Storage Navigator - IP:172.17.45.64 - 5/N66209 - D/NUNKNOWN - Windows Internet Explorer Hmﬂ

@VA v e 172.17.45.64 o Bl x| & P~

Be ER Vew Favorkes Todks Heb

i Favorkes 48 Hachi Storage Navigator - IP:172.17,45.64 - SN:66...

HITACHI

o

/ Hitachi Storage Navigator

User Nama:

Passvord

@ intemat [V - [Kioow -
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2. Login, then select Settings > Environmental Setting > SNMP
Information.

@eﬁ w [E] no:i172.17.45.641530gr0e = &[4l ][R Pl
Fle Edk Vew Favortes Tooks Help
v Favorkes 6 Huach Storage Nanigator - IP:172.17.45.64 - S{N:E6... | I

Hitachi Storage Navigator

Rasoures Managamant b

Sacuity v
Enviranmantal Saming B £as storage System
Tasks rvar Satti
i} T T Edit SIM Syslog Servar Settings
[hrepons Storage System Name Gt Infarmation Display Sattings Microcade Version Hain 70-04-31-00/00
+ [P companants — s Reset View Settings For 0u08-51/00

RMI Server 07_04_0%
Total Cache size 47,00 GB
> [Brects License Kay...
SHME Information...
> frensitant Group
Parttion Gafintion. ..
> fEstemal storages Edit Storage System

E-rnail Informnation...

» [ replications
& Ao . Summary

Intemal/Extarnal 1| Total v Cpan/Mainframa: | Total v | Capacty Unit: | Appropriste v |
Physical Summary Physical Capacity Humber of Physical Logical Devices
@ Avocated 281 TH [3%] 292
Reerved [ used OP Posl 83.30 68 (%] 1z
o] unused oF Paol .59 TR [12%]
G other 102.99 a8 (%] 5
Available Space 2| Unallocated 278 TR [3=] 179
Performance Monitor [l Froe space 58,96 TH [a0m] -
Administration - Physical Total 74,34 TR 488
Wirtual Suesmary Wirtual Capacity Husmber of Virtual Logical Devicos
General Tasks D Allocated 7.08 T8 177
[ Craate Host Groups ©P Unallocated 374 T8 269
[ Craste LEEVE Other 145 TR 243
Virtual Total 1229 T8 691

(g add LUK Paths
Taotal OF Subscription Rateill2% Total Humber of LOEVS11179(Max alloved: 63280)
{74 Craste Pools

(¥ Add Extamal Velumas

mare... b

I ——
poe [ ewes [ [Riew -

3. A new window appears. Enter modify mode to make the configuration
changes.

4, Enter the IP address for the SCOM host; click Set. In this example, the
SCOM host IP address is 172.17.58.100.
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Hitachi Storage Navigator - IP:172.17.45.64 - 5/N:66209 - D/N: - [_[T]x]

 Hitachi Storage Navigator HITACHI
‘ File Go Help [ 27 minute(s) remaining in session. ] Reset IQQ I;| Logged in as: rgregg El

SNMP Information ||

. SNMP Information

[ Extension SNMP

IP Address &J Community
172.17.58.180 Al |2 sie
172.17.37.170 ® y public
172.17.37.212 w-LJ apalica
172.17.58.128 - robroy

172.17.58.130
172.17.37.174
172.17.58.248
172.17.58.97

172.17.58.64

172.17.37.223
172.17.58.249

172.17.58.151
17217.58.178 ~
IP Address || 172. 17. 55. 100

 IPv4  IPv6

Contact |

Location [

Trap Test | apply | cancel

PP Status : Normal
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5.

Right-click on the community string you would like to use, and select Add IP
Address.

B Hitachi Storage Navigator - IP:172.17.45.64 - S/N:66209 - D/N: - M= E
~ Hitachi Storage Navigator _ ) HITACHI
File Go Help | 26 minute(s) remaining in session. Reset I @ @ I; Logged in as: rgregg ;J
| License Key SNMP Information | E-mail Information || Partition Definitior
[} sNMP information

[V Extension SNMP

0 &
IF Address [ |<¥ community

172.17.37.170 4| | B-LJ sie

17217.37.212 & C}m :
172.17.58.128 agalic  Delete Community
172.17.58.130 obroy  Change Community
(721737174 Add IP Address
172.17.58.248
172.17.58.97
172.17.58.64
172.17.37.223
172.17.58.249
172.17.58.151
172.17.58.178
172.17.58.100 -

IP Address I

@ IPv4 T IPv6 Set I

Name |
Contact |
Location [

Trap Test | Apply Cancel

PP Status : Normal
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6.

Enter the IP address for your SCOM host; click OK.

B Hitachi Storage Navigator - IP:172.17.45.64 - S/N:66209 - D/N: - M= E
~” Hitachi Storage Navigator HITACHI
File Go Help 20 minute(s) remaining in session. Rasat I @ @ I_ Lonnad in as: rgregg J
[ License Key| SNMP Information |- : -

l SNMP Information

[V Extension SNMP

Community & Trap
o Community

RN ic

IP Address I

172.17.37.170 |~
172.17.37.212

172.17.58.128 &L} agalica

172.17.58.130 |, | =43 robroy

721737174
172.17.58.248
172.17.58.97
172.17.58.64
172.17.37.223
172.17.58.249
172.17.58.151

172.17.58.178 oK cancel |
172.17.58.100

IP Address [—

@ IPv4 T IPv6

IP Address [1724758.100 =]

TrapTest | Apply cancel |

PP Status : Normal
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7.

Click Apply to finalize the configuration.

B Hitachi Storage Navigator - IP:172.17.45.64 - 5/N:66209 - D/N: - ™= B
/" Hitachi Storage Navigator / HITACHI
‘ File  Go Help 19 minute(s) remaining in session. Reset | @ |; Logged in as: rgregg _]

SNMP Information

l SNMP Information

[¥ Extension SNMP

IP Address & Community
172.17.37.170 a| | =g sie
172.17.37.212 =&
172.17.58.128 ~17217.37.24
172.17.58.130 ~17217.37.105
17217.37.174 ~AT217.37.170
172.17.58.248 ~AT217.37.212
172.17.58.97 1721758130
172.17.58.64 ~AT217.37.174
172.17.37.223 17217.58.248
172.17.68.249 -17217.58.97
172.17.58.151 172175864
1721768178 -17217.37.223
172.17.58.100 = 172.17.58.249

-172.17.58.100
P Address | | | =47 agalica
GPvd CIPve Set & robroy

System Group

Name [
Contact |
Location [
TrapTest | Apply cancel |
PP Status : Normal ]

Note

£ Do not set the SNMP version to v3 for a storage system.
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Configuring VSP Gx00/VSP Fx00/Unified NAS Module subsystems to
send SNMP traps to SCOM

1.

Open a web browser, connect to the Controller(GUM), then open the
Maintenance Utility.

te@ms:mmsmw D = i Certificate emor ©1| & Vs 6x00 models and VSP F... Y & Tt
VSP Gx00 models and VSP Fx00 models HITACHI

Which window do you want to open?

© Maintenance Utility

© NAS Manager

'] Use selected window for default login.

All Rights Reserved. Copyright (C) 2015, 2016, Hitachi, Ltd.

Enter a username and password; click Login.

&« Qld hitp://172.16.105.17, O ~ & || & Maintenance tility ]

'8

b

HITACHI

Maintenance Utility

re,

All Rights Reserved. Copyright (C) 2015, 2016, Hitachi, Ltd.
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3. Click Administration.

@ & hitp://172.16.105.17/ PO = C | @ Maintenance Utility X L e

Set Up System Information

B Storage System Name G400-400003 ¥ | IPv4 Address CTL1 172.16.1
' = Contact ¥ cn2 172.16.1
Location [ ¥ | IPv6 Address CTL1 1
BEATS Storage System Type VSP G400 CTL2 i
a Serial Number 400003 Temperature @20 de
Ad atio NAS Module Status @Active
| pata Spare Free
Number of Drives | 48 4 4
Drive Capacity 46.00 TB 3.60 TB 6.40 TB
Install Locate LED v
I Controller Chassis Go.

I DB-00 5o\

4, Click Alert Notifications.

& @ @ hitp:/N172.16105.17/ D = & || @ Maintenance Utility

Maintenance Utility A~
®@ plert 1 SSEERURGEREM Logged in

Storage System S/N: 400003 Last

i Storage System Name G400-400003 ¥ | IPv4 Address 172.16.1
S Contact ¥ cnz2 172.16.1
Location ¥  IPv6 Address CTLL e
Hardware Storage System Type VSP G400 CTL2 T
Serial Number 400003 Temperature @20 deg

NAS Module Status @Active

| Data Spare Free
Number of Drives 48 4 4
Drive Capacity 46.00 TB

&% Network Sel
@ Date & Time

' Audit Log Settings | Install | Remove | Locate LED ~

I Controller Chassis Go

Chassis

I DB-00 Go |
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5.

6.

Click Set Up.

[-[om=m
<« @ @ hitp//17216105.17/ x . A Kk I
Maintenance Utility A
N "PSystemUnlocked™ Logged in

E Maintenance Utility

@ plert
Storage System Alert Notifications Last

]

Serial Number  : 400003 FETESEEL S Host Report
o e Email Notice Disabled
Syslog Server Notice Transfer Protocol | UDP/RFC3164
Hardware Primary Server Disabled
Administration dary Server Disabled

& Firmware
*s User Administration
Alert Notifications
Licenses
"= Network Settings Mail Server
Date & Time G

! Audit Log Settings

SNMP Agent Enabled

Disabled

Account
Email Address From
Reply To
To

Cc

Bcc

Description to Notify

Click SNMP.

Cem
& @ @ nitp 721610517/ £~ & | @ Maintenance Uty ok

Set Up Alert Notifications A

To edit the alert notification settings of Email, Syslog, and SNMP, set the required information for alert notification settings for the information
types. When the settings are complete, verify the settings, and then click [Apply].

Notification Alert: ®

et JIEC

[ow ]

Email Notice:

Email Address (To):

Email Address (From):

Email Address (Reply To):

Description to Notify:

Mail Server Settings:

OEnable ® Disable
Registered Address

T

Remove

Selected: 0/ 0

(Max. 255 characters)

(Max, 255 characters)

(Max. 511 characters or blank)

Mall Server: ® 1dentifier O1pvd O 1pv

SMTP Authentication: OEnable ® Disable

Account Password

Setup and Configuration

39

Hitachi Infrastructure Adapter for Microsoft® System Center Operations Manager
User’s Guide for Storage Systems



40

7. In the Registered Sending Trap Settings pane, click Add.

L) 5 @ nitp/n7216105.0%/ P~ G| @ Maintenance Utility x .

Set Up Alert Notifications
To edit the alert notification settings of Email, Syslog, and SNMP, set the required information for alert notification settings for the information
types. When the settings are complete, verify the settings, and then click [Apply].

Notification Alert: ® Host Report O All
oo | [ |
SNMP Agent: @Enable O Disable

SNMP Version:

Sending Trap Setting: Registered Sending Trap Settings

Em

Request Authentication Setting: Registered Request Authentication Settings

E Requests permited

Change || Remove

Storage System Name: |6400_qo|)003
(Max. 180 characters)

Contact: [

System Group Information:

Note
Do not set the SNMP version to v3. Setting the SNMP version to v1 or v2 is OK.

I

i
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8. Enter the Sending Trap Settings:

a. Enter a community. Check New, then enter a community name. Enter
public, if not provided with a specific name.

b. Enter an IP address. Check New, then enter the IP address for the
SCOM server where the traps are to be sent.

c. Click OK.

Add Sending Trap Setting
Enter the SNMP sending trap settings to be added, and then click [OK].

Community: New |public
(Max. 180 characters)

Send Trap to: Mnew [IPvav] [172.167.32]

+ Add IP Address

K Cancel 7
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9. In the Registered Request Authentication Settings pane, click Add.

@ hittp://172.16105.1%/ P~ | @ Maintenance Utility X &
enai || srio | I A
SNMP Agent: @ Enable O Disable
SNMP Version:

Sending Trap Setting: Registered Sending Trap Settings

[]| Community Send Trap to

172.16.7.32

This field is required.

Add || Change || Remove Selected: 0/ 1

Request Authentication Setting: Registered Request Authentication Settings

Add |f Change

System Group Information: Storage System Name: |G400-4ODDI:|3 ‘
(Max. 180 characters)
Contact: [ ]
(Max. 180 characters or blank)
Location: [ ]
(Max. 180 characters or blank)
SNMP Engine ID: 0x80000074043131363931306163 v

|_SNMP Context Name: \VSPGYNN
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10. Enter the Request Authentication Settings:

a. Enter a community. Check New, then enter a community name. Enter
public, if not provided with a specific name.

b. For Requests Permitted, check New, then enter the IP address for
the SCOM server where the traps are to be sent.

c. Click OK.

Add Request Authentication Setting
Enter the SNMP request authentication settings to be added, and then click [OK].

Community: New [public
(Max. 180 characters)

Requests Permitted: Can
Winew [1vav] [17216.7.32]

OK Cancel 7
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11. Verify the community name and IP address for the SCOM server appear in
the Registered Sending Trap Settings pane and Registered Request
Authentication Settings pane.

)| hitpy 1721610517 D~ ¢ || @ Maintenance Utiity

SNMP Version:
Sending Trap Setting: Registered Sending Trap Settings

]| Community Send Trap to

172.16.7.32

Request Authentication Setting: Registered Request Authentication Settings

(]| Community Requests Permitted

172.16.7.32

Storage System Name: |5400.400003
(Max. 180 characters)

System Group Information:

Contact:

(Max. 180 characters or blank)

Location:

(Max. 180 characters or blank)

SNMP Engine ID: 0x80000074043131363931306163
SNMP Context Name: VSPGx00

Apply Cancel ?

12. Click Apply; click OK to close the confirmation dialog.
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13. Click the SNMP tab.

(- @ http://17216105.17/ P~ & || @ Maintenance Utility

Maintenance Utility

L System Locked™ Logged in

Storage System Alert Notifications Last

(] x
Serial Number  : 400003
Connected to :Cm

Host Bepon
Email Notice Disabled

UDP/RFC3164
Hardware Disabled

Administration Disabled
Firmware Enabled

7s User Administration
Alert Notifications
4 Licenses
Network Settings Mail Server
Date & Time smre
1! Audit Log Settings Email Address —

Reply To
To

Disabled

Description to Notify
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14.

15.
16.

Verify the settings appear as set above.

&« @ @ hitp/N17216105.17/

Maintenance Utility

p-cl@

e Utility

9 plert  ZVSystem Locked” Logged in

Storage System Alert Notifications Last
ly
) Notification Alert Host Report
Email Notice Disabled
Syslog Server Notice Transfer Protocol UDP/RFC3164
Primary Server Disabled
Administration Secondary Server Disabled
@ Firmware SNMP Agent Enabled

L]
Serial Number  : 400003
Connected to :CTL

Hardware

s User Administration

Alert Notifications

Network Settings Storage System Name G400-400003
Contact
Location
SNMP Engine ID 0x80000074043131363931306163

Date & Time
i Audit Log Settings

SNMP Context Name VSPGx00
NMP Version vl
Sending Trap Setting [« i | Send Trap to
public ¥ | 172.16.7.32
Request Authentication Setting C i | Permitted
public ¥ | 172.167.32

>
Return to the Controller (GUM) webpage.
Open the NAS Manager.
- |8
e@ @ VSP 6x00 models and VSP F... X l—] ok &

VSP Gx00 models and VSP Fx00 models HITACHI

Which window do you want to open?

¥

© Maintenance Utility

© NAS Manager

[7] Use selected window for default login.

=
-
-
-
e
=
-
-
-
-
-
=
-
-
-
o

=

=
-
=
(
-
=
=
-
=
)
-
=
=
L
—
Ll
-
)

.
i
.
.
-
e’
"
"

.

.,
.,
.
-
"
-
.
=
=
.
-

All Rights Reserved. Copyright (C) 2015, 2016, Hitachi, Ltd.

Setup and Configuration

Hitachi Infrastructure Adapter for Microsoft® System Center Operations Manager

User’s Guide for Storage Systems



17. Enter a username and password; click Login.

O © el nnisisisinaig P O Cetifcateeror 6] & Logn - v |

HITACHI

NAS Manager

User ID: maintenance
— ]

All Rights Reserved. Copyright(C) 2016, Hitachi, Ltd
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18. In the Status & Monitoring pane, click SNMP Traps Setup.
(= o
eo | @ System Management Unit -... ‘ ‘ f ﬂ? {E}

NAS Manager HITACHA

E3 3 oosedinmainenance [ENIN

Server Status Console 5 5 -
7 —Status & Monitoring -Server Settings
-/
EventLog » Email Alerts Setup « SNMP EVS Management « Server Setup Wizard

Traps Setup « more... Cluster Configuration « more...
File System Nearest Capacity:

@ 5 | (@) view
Current Data Throughput: Storage Management Data Protection
Rx Tx
File Systems + Virtual Volumes & Quotas Object Replication « File Replication
Nt [0 |wens L

Quotas y File SS‘EITI SS'(EII'I Drives SI'IES!IQB Virus St:annin NDMP
soroge:0 33 |Mbps Storage Pools » Data Migration » more... Configuration « more...

Alerts:
Severe g —File Services————— —Network Configuration
o 10 ] Hle Servies Hetwork Confauration

CNS + CIFS Shares « NFS Exports « User |P Addresses « Name Services « NIS/LDAP
Mappings «» Group Mappings » iSCSI Logical Configuration » IP Routes » more...
Units » iSCSI Targets » more...

SMU Administration

SMU Status » more...
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19. Enter the SNMP trap settings.
a. Notification Frequency
= Server Alerts: Immediately
» Warning Alerts: Immediately
b. Trap Recipients
» Host: enter the IP address of the SCOM server.

= Community: enter public, if not provided with a specific
name.

c. Click Add.

°|@ it /1721605172044 imge/app faction/es O = Certificate error d” @ SMP Traps Setup - SMU m
NAS Manager

(@ G400-400003

: HITACHA

B D Lo [0

Status & Monitoring  Home > Status & Monitoring > SNMP Traps Setup

SNMP Traps Setup

Notification Frequency

Severe Alerts: Ilmmediale?‘y v‘

Warning Alerts: |Immediately v
Information Alerts: [Never /|

SNMP Traps
Send Traps To Portil 162

Trap Recipients

Enter hosts to which this server will send traps.

Host:iﬂg 16.7.32 ‘ Community: £ Add

Host | Community

Shorteuts: SNMP Access Configuration
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20.

Verify the host and community settings have been added to the
Host/Community pane; click Apply.

(- [o Il
-
noxn

=
HITACHA

[t [ Avout | Logged in: maintenance (LN

el@ B 721610517 08 SR S D = 6 Certiicate error @] © SNMP Traps Setup - SMU
NAS Manager

(@ G400-400003

Status & Monitoring  Home > Status & Monitoring > SNMP Traps Setup

SNMP Traps Setup

Notification Frequency
Severe Alerts: [Immediately Vv
Warning Alerts: IW]
Information Alerts: lNever—V]

SNMP Traps
Send Traps To Port: I 162

Trap Recipients

Enter hosts to which this server will send traps.
Host: | } Community: | £ Add

Host / Community

172.16.7.32 / public

Shortcuts: SNMP Access Configuration
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21. Verify the confirmation message that the SNMP settings have been saved.

BE |

el@ it 1RGO 17,2084 i app action/es 9 = €3 Cetificate error €| @) SMP Traps Setup - U m A X 3

NAS Manager ~© HITACHA
@ 6400400003 (“tiep [l About | Logged in: maintenance (L]

Status & Monitoring  Home > Status & Monitoring > SNMP Traps Setup

SNMP Traps Setup

SNMP settings have been saved.

Notification Frequency

Severe Alerts: IM’V l]

Warning Alerts: llmmed\alery v]

Information Alerts: [Never V|

SNMP Traps
Send Traps To Port: I 162

Trap Recipients

Enter hosts to which this server will send traps.

Host: 1 Community: |

Host / Community
[172.16.7.32 7 public
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Configuring an HNAS subsystem to send SNMP traps to SCOM

1. Open a web browser, then connect to the SMU.

2. Enter a username and password; click Login..

°@l@z‘hﬁp’s’:m?2;1%5@2?1‘:’&1;‘([;;:;5?' ¢ |@ Login - SMU [ | ok %

HITACHI
NAS Manager '

UserID:

Password:

All Rights Reserved. Copyright(C) 2016, Hitachi, Ltd.
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3.

Click Server Settings.

e@ ’ @ system Management Unit -...

NAS Manager HITACHA

] Loy s (T

Server Status Console e :
—Status & Monitorin —Server Settings
v,

System Monitor » EventLog » Email Alerts EVS Management « Server Setup Wizard
Setup « SNMP Traps Setup . Performance Cluster Configuration « more...

File System Nearest Capacity: Graphs - more..
@ =% | () view
Current Data Throughput: — Storage Management——— —Data Protection
Rx T
M D Mbps File Systems » Virtual Volumes & Quotas Object Replication » File Replication
FC‘D El Mbps Quotas by File System » System Drives Snapshots » Virus Scanning « NDMP
R Storage Pools « Data Migration «» more... Configuration + more...

g | L
Soverg . File Services- Network Confiquration
@ ol | Liie Services Network Config
CNS « CIFS Shares « NFS Exports » User IP Addresses » Name Services « NIS/LDAP

Mappings « Group Mappings » iSCSI Logical Configuration » IP Routes + more...
Units » iSCSI Targets » more...

—SMU Administration

Managed Servers . Current User Password

SMU Status » SMU Setup Wizard » SMU
Users « more...
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4. Scroll down to Management Access; open SNMP Access Configuration.
(- [omn

N I

fempl Jo R x] CEMWG” @ Server Settings - SMU

Cluster Configuration Manage cluster settings including Cluster Name and Quorum
Device information

Add Cluster Node Join a single node server to this cluster

Maintenance Tasks
Reboot or Shut Down Server Reboot or shut down the managed server (or entire cluster)

Configuration Backup & Restore View or restore automatically backed-up managed server
configurations

Firmware Package Management View, manage and boot firmware packages
Upgrade Firmware Upload a firmware package to a managed server
License Keys View/upload/delete server license(s)

Management Access

Server Users Add, delete, view and modify server users

SSC Access Configuration Specify security settings: enabled, port number, allowed hosts
VSS Access Configuration Specify security settings: enabled, port number, allowed hosts

SNMP Access Configuration Configure SNMP agent, community string, allowed hosts

Management Access Statistics

SSC Management Statistics SSC usage
VSS Management Statistics VSS usage
HTTPS Management Statistics HTTPS usage
HTTP Management Statistics ~ HTTP usage
SNMP Management Statistics ~ SNMP usage

Categories:
Status & Monitoring | Storage Management | Data Protection | File Services |
Network Configuration [ Server Settings | SMU Administration
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5.

In Allowed Hosts, enter the IP address for the SCOM server; click Add.
The IP address appears in the pane below.

| e inmnsaanimaisspsionisnsnds B = © Cetiateeror O] & s pccess Corfgurato.. | |

NAS Manager

@ Cluster-Gizmo - 172.17.58.28 = Logged in: aomin ([EXTY

Server Settings

HITACHA

Home > Server Settings > SNMP Access Configuration

SNMP Access Configuration

SNMP Protocol Support: () Disable agent
Process SNMPv1 requests only
Process SNMPv2c requests only
® Process SNMPv1 and SNMPv2c requests

Accept SNMP Packets On Port: | 161

V| Restrict Access To Allowed Hosts
Allowed Hosts: ,172 16.7.32 X ]o Add

3 Delete

Allowed Communities: € Add

£3 Delete

Download SNMP MIB modules

Shortcuts: SNMP Traps Setu
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6.

In Allowed Communities, enter the community name. Enter public, if

not provided with a specific name. Click Add. The community name
appears in the pane below.

= (O
A L
HITACHN

Logged in: admin

e@l@ hittpsi//172.17.58.27/mar/app/action/serveradr O v €3 Certificate error c” @ SMMP Access Configuratio.., ‘ |

@ Cluster.Gizmo - 172.17.58.28 [t ' Aout |

Server Settings  Home > Server Settings > SNMP Access Configuration

SNMP Access Configuration

SNMP Protocol Support: () Disable agent
(O Process SNMPv1 requests only
(O Process SNMPv2c requests only
@® Process SNMPv1 and SNMPv2c requests
Accept SNMP Packets On Port: 161
[¥]Restrict Access To Allowed Hosts
Allowed Hosts: ‘ Add

172.16.7.32
3 Delete

Allowed Communities: [p;pic] X ‘a Add

[E3 Delete

Download SNMP MIB modules

Sharteuts: SNMP Traps Setu,
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7. Verify that the IP address and community name are correct; click Apply.

el@"mﬂ”lﬂ. imar/app/action/: r P~ Q’Cmtmﬂej‘ @ SNMP Access Configuratio... —1

o I ]

@ Cluster-Gizmo - 172.17.58.28

Server Settings  Home > Server Settings > SNMP Access Configuration

SNMP Access Configuration

SNMP Protocol Support: () Disable agent
Process SNMPv1 requests only
Process SNMPv2c requests only
® Process SNMPv1 and SNMPv2c requests

Accept SNMP Packets On Port: 161]

VI Restrict Access To Allowed Hosts
Allowed Hosts: o Add

[172.16.7.32
£3 Delete
Allowed Communities: ﬂ Add

£3 Delete

public

Download SNMP MIB modules

Shortcuts: SNMP Traps Setu
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8. Verify the confirmation message that the SNMP settings have been saved,
then click Home to return to the home page.

O e
NAS Manager

@ Cluster-Gizmo - 172.17.58.28

Server Settings > SNMP Access Configuration

SNMP Access Configuration

PSR SN Y _

SNMP Protocol Support:

e P~ OCEMWGH @ SNMP Access Configuratio...

HITACHA

o I ]

Disable agent

Process SNMPv1 requests only

Process SNMPv2c requests only
® Process SNMPv1 and SNMPv2c requests

Accept SNMP Packets On Port: | 161

(V| Restrict Access To Allowed Hosts

Allowed Hosts: €2 Add

172.16.7.32
£3 Delete

Allowed Communities:

| €2 Add
£3 Delete

[public

Download SNMP MIB modules
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9.

In the Status & Monitoring pane, click SNMP Traps Setup.

[ SO T [ ———

Server Status Console

Cluster-Gizmo - 172.17.58.28 v

—

File System Nearest Capacity:

O@Wew

Current Data Throughput:

Rx Tx
vl 1w
2 o

@ ol |

Status & Monitoring

System ", i v cresnwy o Email Alerts
Setup « SNMP Traps Setup . Performance
Graphs « wwie...

Storage Management

File Systems » Virtual Volumes & Quotas
Quotas by File System «» System Drives
Storage Pools » Data Migration « more...

File Services

CNS » CIFS Shares « NFS Exports » User
s » Group Mappings » iSCSI Logical
ISCSI Targets » more...

Managed Servers « Current User Password
SMU Status « SMU Setup Wizard » SMU
Users » more...

o =3

Server Settings

EVS Management . Server Setup Wizard
Cluster Configuration » more...

Data Protection

Object Replication » File Replication
Snapshots » Virus Scanning « NDMP
Configuration » more...

Network Configuration

IP Addresses » Name Services « NIS/LDAP
Configuration « IP Routes » more...

Logged in: admin
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10. Enter the SNMP trap settings.
a. Notification Frequency
= Server Alerts: Immediately
» Warning Alerts: Immediately
b. Trap Recipients
» Host: enter the IP address of the SCOM server.

= Community: enter public, if not provided with a specific
name.

c. Click Add.

Bo |

el@ hitps /172175820 mar/app/action/events A O » €3 Certificate error Gl @ SNMP Traps Setup - SMU
NAS Manager

@ Cluster-Gizmo - 172.17.58.28

~ HiITacHA

Cooo B N o

Status & Monitoring  Home > Status & Monitoring > SNMP Traps Setup

SNMP Traps Setup

Notification Frequency

Severe Alerts: [Immediately v

Warning Alerts: |immediately v

Information Alerts: Never v

SNMP Traps
Send Traps To Port: 162

[C] Send traps upon authentication failure

Trap Recipients

Enter hosts to which this server will send traps.

Host: 172.16.7.32 Community: |public]

Host / Community
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11. Verify the host and community settings have been added to the
Host/Community pane; click Apply.

- |

e@@ s/ 17217582 F mgrfapp/action/events.5l 0 v € Certificate enor c” @ SNMP Traps Setup - SMIU | ‘ # % ¥

NAS Manager X HITACHN
@ ClusterGizmo - 172.17.58.28 m Logged in: admin m

Status & Monitoring Home > Status & Monitoring > SNMP Traps Setup

SNMP Traps Setup

Notification Frequency

Severe Alerts: | Immediately v
Warning Alerts: | Immediately v
Information Alerts:

SNMP Traps
Send Traps To Port: 162]

[[]Send traps upon authentication failure

Trap Recipients

Enter hosts to which this server will send traps.

Hosl:‘ Community: € Add

Host | Community

172.16.7.32/ public
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12. Verify the confirmation message that the SNMP settings have been saved.

BE |

el@ https://172.17.582%/rgr/app/action/events A O~ @ Certificate error 6” @ SNMP Traps Setup - SMU

NAS Manager ' - HITACHA

0 oo X0

@ Cluster-Gizmo - 172.17.58.28

Status & Monitoring  Home > Status & Monitoring > SNMP Traps Setup

SNMP Traps Setup

Notification Frequency
Severe Alerts: | Immediately v
Warning Alerts: [Immediately v

Information Alerts: | Never v

SNMP Traps
Send Traps To Port: | 162
[] Send traps upon authentication failure
Trap Recipients

Enter hosts to which this server will send traps.

Host: | Community:

Host / Community

172.16.7.32 / public

\ h ok
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Configuring SCOM to receive SNMP traps from a storage system

1. Stop and disable the SNMP Trap Windows service on the computer running
SCOM; the SNMP Trap service may prevent traps from being directly
received by SCOM.

2. From the SCOM Administration screen, expand Network Management,
then right-click on Network Devices; from the Action menu, select
Discovery Wizard.

& Network Devices - Kentucky - Operations Manager
File Edit View Go Tasks Tools Help

L Jsewren~ i%i oo [Dfind [ETsls] @ -

Administration < Network Devices (0) > Tasks

4 & Administration A Q Lookfor | FindNow  Clear o e
-=g Connected Management Groups

Name IP Address RunAs Account Access Mode esions

4 [ Device Management
“i Agent Managed
[ Agentless Managed
48] Management Servers
&% Pending Managemert
[ UNDX/Linux Computers

@ Management Packs

4 _ﬁj Network Management
5 DiscoveryRules
=2 Network Devices
¥ Network Devices Perj

4 -] Notificatiors
% Channels

[T5 Personalize view..

Discovery Wizard...

Create Management%ack

Download Management Packs ...

Py ;
£ Subsqibee Import Management Packs...
{Z] Subscriptiors
4 & Product Connectors Newi:UsecRale b

5! Internal Connectors Create Run As Account...

o Yo gl Gl Gl b

23 Resource Pools Create Run As Profile...

4 % Run As Configuration

B Accounts [Z5  New channel ,
2. Profiles %1 New subscriber...
,J UNIX/Linux Accounts - New subscription...

< L B Add Management Group

Discovery Wizard... A

(4 Refresh F5

3. Click Network devices.

Notes
5_‘-’?' 1. The Controller must be registered on the SCOM because SNMP traps from Unified NAS
—= module subsystems are sent through the Controller (GUM).
[ Se—

2. Since Unified NAS module and Controller form a dual system, both must be registered on
the SCOM.
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=
Fk‘ . What would you like to manage?

Discovery Type

General Properties ices to discover and manage.

Discovery Method

Default Accounts Wind sy

Devices Discover Windows computers in your Active Directory
environment and install agents on the ones you want to

Schedule Discovery manage.

Summary

Completion
UNIX/Linux computers

This enables you to discover UNIX and Linux computers in
your environment and install agents on the ones you want to
manage.

Network devices
Discover and monitor network devices using Simple
Network Management Protocol (SNMP).

[

Select a discovery type and click Next to continue.

< Previous H Next > I\ Create ]l Cancel ]

On the Discovery Method screen:
a. Enter an arbitrary name in Name field.
b. Select the SCOM server being used from the Available servers field.

C. Select a resource pool from the Available pools field. If you are not
sure about which resource pool to select, accept the default A/l
Management Servers Resource Pool value.

d. Click Next.
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General Properties

Discovery Type
General Properties Specify general properties
Discovery Method
Default Accounts

Name:

|Compu!e
Devices. Description (optional):
Schedule Discovery |

Summary

Completion
Select a management or gateway server

Select an Operations Manag server or gateway server to run the discovery. A
server can run only one network discovery. Servers that already run a network discovery do not
appear in the list.

Available servers:

robroy-win6.rbsqa.net v |

Select a resource pool Create Resource Pool I
Select an Operations Manager resource pool for monitoring of discovered network devices.

Available pools:
[NI Management Servers Resource Pool

Note

Since Hitachi arrays use SNMP v1 for sending traps, SCOM must be configured to use SNMP
vl or v2. If SCOM is configured to use a different SNMP version, the traps for the array will
not appear in the SCOM.

il

5. On the Discovery Method screen, choose Explicit discovery, then click
Next.
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Discovery Method

Discovery Type
General Properties Select a discovery type

wery Method

(® Explicit discovery
Default Accounts Operations Manager will di only those network devices you specify.
Devices

Schedule Discovery () Recursive discovery
Summary Operations Manager will di the devices that you specify and all devices that are
to the devices that you specify.

Completion

@ More about discovering network devices

<Previous | | Nad>$l Creste | [ Cancel
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6.

On the Default Accounts screen, click Create Account:

Default Accounts

Discovery Type
General Properties Specify the default Run As for di Y
Discovery Method

Select one or more SNMPv1 or SNMPv2 Run As awoum.s as the defaultaoemnts for
Default Accounts discovering network devices. You can override
devices or add accounts for SNMPv3 devices later in this wuzafd

Devices

Y [ Cemetem. (]

Summary

Completion

(@ More about Run As accounts

[ <Previous | [ Net> || crste |[ cancel
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7. On the Introduction screen, click Next:

I
?ﬁ Introduction

Introduction

General Properties Introduction
Credentials

Run As accounts are named sets of credentials that are presented by Run As profiles for
authentication when monitors, rules, or tasks are run.

A Run As account may be used by one or more Run As profiles.

To continue the Run As Account Wizard, click Next.

["] Do notshow this page again

<Prevnous|| Nﬂ)&| Create ‘l Cancel
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8.

On the General Properties screen:

Enter an arbitrary name in the Display Name field, then click Next.

Fd

I
%ﬁ General Properties

Introduction
General Properties Specify general properties for the Run As account

Select the type of Run As account that you want to create, and then provide a display name
and description.

Run As account type:

l CommunityString

Display name:
|Compube_Run_As_acmuntl

Description(optional):
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9.

On the Credentials screen,
a. Enter the SNMP Community string configured on the storage array.
b. Click Create.

& Credentials
?ﬁ s

Introduction

s

General Properties Provide account credentials

Credentials
Provide a community string for this Run As account for SNMPv1 or SNMPv2 devices.

Community string:
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10. On the Default Accounts screen:
a. Select the Run As account just created.
b. Click Next.

Default Accounts

Discovery Type
General Properties Specify the default Run As for di Y

Discovery;M Select one or more SNMPv1 or SNMPv2 Run As accounts as the default accounts for

discovering network devices. You can override the default for individual
devices or add accounts for SNMPv3 devices later in this wizard.

Default Accounts
Devices
Schedule Discovery
Summary

Run As accounts:

Account Name Description
[¥] Compute_Run_As_account

Completion

(@ More about Run As accounts
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11. On the Devices screen, click Add.

Devices

Discovery Type
General Properties Snecily dewices

Diacovery Method Specify the network devices that you want to discover and manage. You can also import a text file
Default Accounts it ihelts LD -

Schedule Discovery ]_] Import... +Ad... [:Y Edit.. /< Remove
Summa SR
- A [ Add devices |

Completion i SNMP Version Pot  Access Mode

@ More about network discovery seftings

] [ ret> | =
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12. On the Add a Device screen:

a. Enter the IP address of the management interface for the array in the
Name or IP address field.

Note

For VSP, VSP G1000, and VSP G1500/F1500 arrays, use the IP address of the
SVP—yet for VSP Gx00 and VSP Fx00 arrays, use one of its controller IP addresses
instead.

)””

It

I

Select ICMP and SNMP from the Access mode field.
Select v1 or v2 from the SNMP version field.
Enter the SNMP port humber in the Port number field.

Select the account created in Step 7 from the SNMP V1 or V2 Run As
account field.

® a o o

Add a Device -

Specify the settings for the network device you want to discover.

Name or |P address:

[192.168.101.80 |
Access mode: SNMP version:

[ICMP and SNMP v [viorv2 v|
Port number: SNMP V1 or V2 Run As account:

161 S [ Compute_Run_As_account v I

| Add SNMP V1 or V2 Run As Account |

® More about network discovery settings

oK %J| Cancel
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13. On the Devices screen, click Next.

Devices

Discovery Type
General Properties
Discovery Method
Default Accounts

Schedule Discovery
Summary

Completion

Specify devices

Specify the network devices that you want to discover and manage. You can also import a text file
that ins the IP addi of your k devices.

|| Import... = Add... [ Edit.. X Remove
Devices:
Device Run As Account SNMP Version Pot  Access Mode
192.168.101.80 Compute_Run_As_acc... V1orV2 161 ICMP and SN...

@ More about netwiork discovery settings

<Previous | | Nﬂ)ﬂl Creste | [ Cancel
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14. On the Schedule Discovery screen:
a. Select Run the discovery rule manually.
b. Click Next.

Schedule Discovery

Discovery Type

General Properties Schedule the network discovery

Discovery Method

Default Accounts O Run the discovery rule at scheduled times
Devices Time of day:

Schedule Discovery

(® Run the discovery rule manually
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15. On the Summary screen, click Create.

Summary

Discovery Type
General Properties Confirm the settings
Discovery Method

Default Accounts Name:
Compute

Devices
Description:
Schedule Discovery

Summary Run As accounts:

Completion Compute_Run_As_account

i method:
Explicit

Number of devices specified:
¥

Schedule:
Run Manually

Setup and Configuration
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This screen is displayed while a discovery rule is created. This may take
several minutes to complete.

Summary

Discovery Type
General Properties Creating the discovery...

DiscovecyMethod Please _wait while the discovery rule is created. This could take a minute
Default Accounts ! depending on the speed of your computer.

Devices
Schedule Discovery
Summary

Completion

< Previous l| Next > || Create ‘l Cancel
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16.

When the Completion screen appears:

a.

Click the checkbox next to Run the network discovery rule after the
wizard is closed.

Click Close.
Click Finish.

Completion

Discovery Type

General Properties

@ The network discovery rule was successfully created

Discovery Method
Default Accounts
Devices

Schedule Discovery

[ Run the network discovery rule after the wizard is closed

- To view progress when a rk di y rule is running, open the Administration
Completion workspace, expand Network M and click Di vy Rules.
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Monitoring SNMP Trap Alerts

\]'

I

I

|

Note

SNMP traps from VSP Gx00 and VSP Fx00 arrays may appear in the SCOM console with
unexpected source values. Instead of the IP address of the VSP Gx00 or VSP Fx00 controller
which sent the trap, the source may have an appearance similar to
pw126255000015.9.panda-world.ne.jp.

1.
2.

Open the SCOM Monitoring screen.
Select the Hitachi Storage Systems Alerts folder.

Monitoring

4 (g Hitachi Storage Systems
4 g Hitachi Storage Systems 3.10
i.¢| Controller
i:| Controller Port
i.*| Drive
5 EVS
*:| File Server Node
i.*| File System
+.*| Link Aggregation
*.| Link Aggregation Port
i Logical Unit
+*| Quorum Device
+.¢| Storage Pool
i*| Subsystem
4 (g Alerts
| Alerts
| Connector Alerts
| SNMP Trap Alerts
4 Performance
4 Storage Replication
4 Microsoft Audit Collection Sendces
4 MicrosoftWindows Client
4 MicrosoftWindows Sener
4 Network Monitoring
4 Operations Manager
4 SyntheticTransaction
4 System Center Advisor
4 UNIK/Linux Computers
4 Web Application Transaction Monitoring
4 Windows Service And Process Monitoring

Setup and Configuration
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Select SNMP Trap Alerts. All SNMP-based SNMP trap alerts received by

SCOM appear in the ce
4 g Alerts
:l Alerts

_/_' Connector Alerts

nter pane.

=] SNMP Trap Alertsl%
3, Performance

5 Storage Replication

To view details for an SNMP trap alert, right-click on the alert, then select

Properties, and Alert

Alert Properties

Dateand ... .. . Des
Time: pelhe iR
Log Name: Snn
Source:

Event
Number:
Level: 11
Logging
Computer:
User:

Event Data:
Source

Context.

" General ] Product Krmdedqel Compary meledge| History ~Alert Context ]Custom Fields|

cription:

17.45.64

Destination

127.0.0.1

Community String cAB

1AGIADABPAGMA

Yersion

ErrorCode SUCC

ess

ue

Object Identifier |Syntax |'u|'al
1.3.6.1.6.3.1.1.4.3.0 Cid 1.3

6.1.4.1.116.3.11.4.1.1

=

& Previous | & Next |

o]

Cancel |

Apply |

The contents of the alert properties window are described in the following

table.

Model

Trap

oID

Alert

Severity

HUS VM/VSP/VSP
G1000/VSP
G1500/VSP F1500

RaidEventUserService

.1.3.6.1.4.1.116.3.11.4.1.1.0.4

Hitachi Storage VSP
Service Alerts

Critical

80
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Model Trap oD Alert Severity

HUS VM/VSP/VSP RaidEventModerateService .1.3.6.1.4.1.116.3.11.4.1.1.0.3 | Hitachi Storage VSP Critical

G1000/ VSP Moderate Alerts

G1500/VSP F1500

HUS VM/VSP/VSP RaidEventSeriousService .1.3.6.1.4.1.116.3.11.4.1.1.0.2 | Hitachi Storage VSP Critical

G1000/ VSP Serious Alerts

G1500/VSP F1500

HUS VM/VSP/VSP RaidEventAcuteService .1.3.6.1.4.1.116.3.11.4.1.1.0.1 | Hitachi Storage VSP Critical

G1000/ VSP Acute Alerts

G1500/VSP F1500

VSP Gx00/VSP Fx00 RaidEventUserService 1.3.6.1.4.1.116.5.11.4.1.1.0.4 Hitachi Storage VSP Critical
Service Alerts

VSP Gx00/VSP Fx00 | RaidEventModerateService 1.3.6.1.4.1.116.5.11.4.1.1.0.3 Hitachi Storage VSP Critical
Moderate Alerts

VSP Gx00/VSP Fx00 | RaidEventSeriousService 1.3.6.1.4.1.116.5.11.4.1.1.0.2 Hitachi Storage VSP Critical
Serious Alerts

VSP Gx00/VSP Fx00 RaidEventAcuteService 1.3.6.1.4.1.116.5.11.4.1.1.0.1 Hitachi Storage VSP Critical
Acute Alerts

HNAS/Unified NAS NAS Specific Trap 1.3.6.1.4.1.11096.6.1.1.0.0 NAS Event Alerts Critical

module (VSP

Gx00/VSP Fx00)
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Alerts Filtering

It is possible to filter out specific SVP alerts, after which they will no longer be
monitored.

The filtering specifications used depend on which type of alert is being filtered:
Trap or Server.

Note
This function does not apply to SNMP-based alerts.

\””

[T

I

Alert Filter Setting (For HUS)

82

Once SIM codes have been added to this filtering screen, alerts corresponding to
them will not be monitored.

This setting pertains to alerts with a Type value of Trap.

Note

This function does not apply to HUS, HUS VM, VSP G1000, VSP Gx00/Fx00, and VSP
G1500/F1500 arrays.

\””

[T

I

1. Open Hitachi Storage Connector Configuration.

2. Click Connector Configuration.

3. Click Alert Filter Setting (Type = For the other models) displayed in the

Action pane.
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File  Action  Wiew Help

TYE

(23 Consale Root

E Hitachi Storage Connect

Hitachi Storage Connector Configuration - [Console RoofHitachi Storage Connectar Configuration]

Hitachi Storage Connector Configuration

Perfarmance | Advanced Configuration |

_I:I-

Operations Manager Setup Infarmation

Enter server address
LOCALHOST

Enter refresh rate, in minutes [1-1440)

Monitoring Options

The following thiee checkbores are unavallable in v01.9.0.

Please see the User's Guide for mare information,
Monitor Healthy Storage Pools
IMonitor Healthy Logical Units
Manitor Healthy File Systems

Display Storage Replication Data

Status Information

Test connection status

Test connection uses current user lagan,
Connector service status: — Running

Connector service uses defined security credentials,

Connected to LOCALHOST

Actions
Hitachi Storage Connector Configuration
& Start Service
(& stop Service
A Test Connection
i Save Configuration
:3 Refresh
4 Uninstall Managernent Pack
Alert Filker Setting (For HUS)

[ Alert Filker Setting (For the other models) ]

Wiew

Help

s

4, Enter one or more SIM codes to prevent the alerts associated with them
from appearing in SCOM.

"X" or "Y" or “Z"” can be used as wild cards.

Alert Filter Setting (Type = Trap) B

Enter a SIM code of a
"Trap"type alertto prevent

it from appearing in SCOM.
When entering the SIM code,
use X" or "Y" or "Z" characters
as wildcards. To find the

SIM code for an alert,

see its "Data" property in SCOM.
MNote: this filter applies only to
"Trap" type alerts.

All Clear |

7FFAO00 — I

B22xx
623xx

OK |

5. Click OK.

6. Restart the Connector service.
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Setting Monitored Component Filtering

Monitored component filtering allows healthy components to be excluded from the
SCOM display. By displaying only problematic components, the volume of data
maintained in SCOM can be significantly reduced.

By default, all subsystem components are monitored.
1. Open Hitachi Storage Connector Configuration.
2. Click Connector Configuration.

3. To exclude a component category, uncheck the checkbox for the category.
When a category is unchecked, the corresponding monitored components
which are in a healthy state will not be displayed in SCOM. Monitoring
options to disable include: Display Storage Replication Data

4, Click Save Configuration.

Hitachi Storage Connector Configuration - [Console RootiHitachi Storage Connector Configuration] =/ -
File Action Miew Help

=L
(2 Console Root Hitachi Storage Connector Configuration Actions

l_ Hitachi Storage Cannect

Subsystemns | Performance |Advanced Configurati0n| Hitachi Storage Connector Configuration o
& Start Service
Operations Manager Setup Information {8 Stop Senvice
Enter server address ‘A Test Connection
LOCALHOST i Save Configuration ]
Enter refresh rate, in minutes (1-1440) 74 Refresh
4 Uninstal Ianagement Pack
Alert Filter Setting (Far HUS)
Manitoring Options Alert Filter Setting (For the other models)
The following thres checkbowes are unavailable in v01.9.0. Viewy 4
Please sez the User's Guide for more information. E Help

Manitor Healthy Storage Poals

Manitor Healthy Logical Units

IMonitor Healthy File Systems
Display Storage Replication Data

Status Information

Test connection status Connected to LOCALHOST
Test connection wses current user logon,
Connector service status: — Running

Connector sarvice uses defined securty credentials.
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Though monitoring may be configured to omit healthy components from the SCOM
console, Hitachi Storage Connector Service continues to monitor all components. If
a healthy component changes to a warning or critical state, the component will be
displayed in SCOM, and an alert will be generated.

When the state of the component returns to healthy, it will be removed from the
SCOM display and its corresponding alert will automatically be resolved.

Monitoring Enterprise Arrays

This information pertains to monitoring Enterprise family arrays (including VSP, HUS
VM, VSP G1000, VSP Gx00, VSP Fx00, VSP G1500, and VSP F1500) with v01.7.0
and later of this software.

Prior to the v01.7.0 SCOM adapter, it was only necessary to map a storage array
command device to the SCOM adapter host to monitor performance information.
Since v01.7.0, a command device is also required for regular monitoring, even when
performance information is not being collected.

In addition to mapping a command device, CCI must also be installed on the SCOM
adapter host. It is not necessary to configure CCI after installing it. The SCOM
adapter will configure the CCI automatically when you add a storage array
monitoring configuration.

When it becomes necessary for either the Connector service for the SCOM adapter
or the MMC snap-in to connect to the storage array, a CCI HORCM instance is
created automatically. Since the SCOM adapter may be configured to monitor
multiple Enterprise family arrays, and since both the Connector and the MMC snap-
in may need to simultaneously collect information from each monitored array, the
HORCM instance numbers are chosen from a range of allowed values.

The default HORCM instance number range is [1000-1099], inclusive.

Under some conditions, it may be necessary to change the range of HORCM instance
numbers used by the SCOM adapter. These conditions include:

e When pre-existing CCI installations are active on the same computer

When a pre-existing CCI installation on the same computer is already using
one or more HORCM instance numbers which fall within the range of the SCOM
adapter, it may be necessary to adjust the SCOM adapter range to avoid a
HORCM instance number conflict.

e When a single hypervisor hosts multiple SCOM adapter instances

When a hypervisor (such as VMware ESXi or Microsoft Hyper-V) hosts VMs
running guest operating systems, and the SCOM adapter instances have been
installed in more than one of these guest operating systems, it may be
necessary to configure each SCOM adapter instance to use its own, separate
HORCM instance number range.
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For example, if three SCOM adapter instances exist in this kind of environment,
the first could use HORCM range [1000-1099], the second could use [1100-
1199], and the third could use [1200-1299].

If two or more SCOM adapter instances attempt to use the same HORCM range, or
even ranges which overlap at all, it is possible for I/O errors to occur when either
the Connector service or the MMC snap-in attempts to collect information from the
array.

To configure a non-default HORCM instance number range:
1. Stop the Connector service (if running), and close the MMC snap-in (if open).

2. Using a text editor, open the HiScomConnectorService.exe.config file from
the installation directory.

3. Find the two lines which contain keywords MinHORCMInstance and
MaxHORCMInstance. By default, these lines will look similar to this:

<add key="MinHORCMInstance" value="1000" />
<add key="MaxHORCMInstance" value="1099" />
4, Edit these two lines to establish a non-default range. For instance, to
configure a range of [1100-1199], inclusive, change the lines to look like this:
<add key="MinHORCMInstance" value="1100" />
<add key="MaxHORCMInstance" value="1199" />

5. Save the HiScomConnectorService.exe.config file, and close the text editor.

The new HORCM instance number range will be used the next time you start the
Connector service for the SCOM adapter and the MMC snap-in,.

Some HORCM instance humber ranges are reserved. Valid non-default ranges are
[100-400], [500-600], [700-800] and [1000-2047], all inclusive. Either a
complete range or a range subset, such as [1100-1199], may be used.
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Monitoring Views

This chapter provides instructions for performing subsystem viewing operations
with Hitachi Infrastructure Adapter for Microsoft® System Center Operations
Manager.

[.]

Controller View

[.J

Controller Port View

[.J

Drive View
EVS View
File Server Node View

(ORI Ol

[.]

File System View

[.J

Link Aggregation View

[.J

Link Aggregation Port View

[.]

Logical Unit View

[.J

Quorum Device View

[:J

Storage Pool View

[:]

Subsystem View

[:]

Performance Views
o Controller Port Performance View

o HDP Pool Performance View

o Logical Unit Performance View

o RAID Group Performance View

1 Storage Replication Views
o HNAS Snapshot View
o Remote Storage Replication View

o Storage Replication View
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To switch between displaying and not displaying items, right click Personalize
View in each view.

Controller View

HUS, VSP, HUS VM, VSP G1000, VSP Gx00, VSP Fx00, VSP G1500, and VSP
F1500

Access the Controller view from the Monitoring pane of the Operations Manager
console.

e Hitachi Storage Systems > Hitachi Storage Systems 3.11 > Controller

A controller - contoso - Operations Manager

File Edit View Go Tasks Tools Help

i searchv | B scope [0 Find] ) Tesks| @

=] E3)

Monitoring

4 (g Hitachi Storage Systems 3.8
+:2| Controller
1| Controller Port
%] Drive
1 EvS
%1 File ServerNode
2% File System
47 Link Aggregation
%% Link Aggregation Port
%! Logical Unit
4% Quorum Device
&% Storage Pool
&) Subsystem
4 (g Alerts
o) Alerts
| Connector Alerts
| SNMP Trap Alerts
4 (g Performance
4 Controller Port Performance
7 HOP Pool Performance
4 Logical Unit Performance
1 RAID Group Performance
(.g Storage Replication
%21 HNAS Snapshot
%% Remote Storage Replication

&%) Storage Replication

Show or Hide Views...

. Monitoring
/ Authoring
| Reporting

8 Administration

B My Workspace

<

Controller (4)

a] 3 Lookfor: EndNow  Clear

State

(O Not monitored
(O Not monitored
LY Critical

& Critical

Detail View

*| Subsystem

VSP_69999
VSP_69999

HUS110_91200074
HUS110_91200074

Controller Controller IP

1
2
0 172.16.105.7
1

172.16.105.8

Hitachi Storage Controller properties of YSP_69999-CTL-01

VSP_69993-CTL-01
Subsystem_VSP_§9939\VSP_69999-CTL-01
VSP_69993-CTL-01

VSP_69999

1

aued yse|

This component isn't monitored due to a Hitachi product design limitation, For current status information, please use Hitachi Command Suite's

Maintenance Utiliy.

16
SCOM-WIN2008R2.contoso.com

With global storage virtualization Virtual DKC configurations, information pertaining
to the Physical DKCs upon which the Virtual DKC resides is displayed.
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The Subsystem field displays values which reflect the association between the
Virtual DKC and the Physical DKCs upon which it resides. The Physical DKC
information is shown in parentheses to the right of the Virtual DKC information,
such as Virtual DKC (Physical DKC). If the target Virtual DKC shares the same
Physical DKC with other Virtual DKCs, duplicate Physical DKCs are eliminated and
displayed as Virtual DKC1, Virtual DKC2, ... (Physical DKC). Thereis an n:1
correlation between Virtual DKCs and Physical DKCs.

|| controler - contoso - Operations Manager HEE|
Fle Edt View Go Tasks Took Help
searchv | Wyl scope |0 Find | [ e @ _
Monitoring < Controller (4) <
4 (.3 Hitachi Storage Systems | A tookfor: FindNow  Clear X
U i S Sies 50 (5 subsystem + | controler Cantrcller IP Fort Count
] Controller 1/5P_51000_50002, V¥SP_G1000 54321 (¥SP_G1000_50002) 2 R 16
B VSP_G1000_50002Y%SP_G1000 54321 (v5P_G1Y8a_50002) 1 R 16
£f| Drive
= VSP_G1000_54321, W\ \Q_GL000_50002 (VSP_G1000_54 - 16
ni| BvS
- VSP_GL000_54321, 8| N000_S0002 [VSP_G1000_54321) 16
#i| File Server Node
£ File System
£/ Link Aggregation
=] Link Agaregation Port
£/ Logical Unit
£8 Quorum Device
£/ Storage Poal
£ Subsystem
4 (g Alerts
L] Alerts
| CannectorAlerts -
| SMMP Trap Alerts -
o
4 (g Perfarmance %
A Contraller Part Perfarmance §
4 (.3 HDP Pool Performance Detail View v 2
24| Read Rate 2|
54 Read Transfer Rate B Hitachi Storage Controller properties of ¥SP_G1000 50002-CTL-02
2 Transfer Rate Display Mame WSP_GL1000_50002-CTL-02
%4 Write Rate Full Path Name Subsystem VSP_G1000_500023WSP_G1000_50002-CTL-02
B8 Write Transfer Rate ObjectID WSP_G1000_50002-CTL-02
L = Subsystem WSP_G1000_50002, ¥SP_G1000_54321 [vSP_G1000_50002)
Showor Hide Wigws.. Contraller 2
Status This component isn't monitored due to a Hitachi produdt design limitation, For current status information, please use Hitachi Command Swite's
Hlew View ¥ Maintenance Utility,
Contraller IP -
Bl Monitoring Fort Count 16
Cannector [0 SCOM-WIN2008R2.contoso.com
/ Authoring
{5 Reporting
L4 Administration
T{, My Workspace
. |
Ready 4

The Controller view contains the following columns and definitions.

Field Description

State Health state of Controller

The Not Monitored state is perpetually displayed for these components for
the following storage subsystems: VSP, HUS VM, VSP G1000, VSP Gx00,
VSP Fx00, VSP G1500, and VSP F15002.

Maintenance Mode N/A

Subsystem? Name of the subsystem

Controller The controller number of the subsystem controller

Controller IP The controller IP address of the subsystem controller

Port Count The total number of ports for that given subsystem controller
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Field Description

3 Notes
—
- = 1. With global storage virtualization, Virtual DKC configurations. This field will resemble Virtual DKC
e (Physical DKC).

2. Displayed as Not Monitored since software version 1.5.0.

Controller Port View

90

HUS, VSP, HUS VM, VSP G1000, VSP Gx00, VSP Fx00, VSP G1500, and VSP
F1500

Access the Controller Port view from the Monitoring pane of the Operations
Manager console.

¢ Hitachi Storage Systems > Hitachi Storage Systems 3.11 > Controller
Port

| A controller Port - contoso - Dperations Manager =1 3
Fle Edit View Go Tasks Tooks Help
Manitoring < Controller Port (40) <
4 (17 Hitachi Storage Systems 3.6 Al Quoskon Endhow  Clear x
] Cantroller Sate o 2| subsystem # | Controler ¢ | ControlrPort | Protocol Partsl P -
£ contraller Part (O notmonttored | vsp_s9ss 1 e FIBRE
- () Mot monttored  VSP 59999 1 LB FIBRE
a (O notmonitored  SP_69993 1 ac FIERE
::: z;:::nme (O ot monitored VSP_63999 1 L FIERE
TR sy (O Mot monitored  VSP_§3939 1 [<EY FIBRE
Heo (O notmonitored — VSP_§3998 1 J<ER FIERE
Heo (O Notmonitored  VSP_69993 1 [ES FIERE
£ Quorum Device (O ot monitored VSP_63999 1 <8 FIERE
£ Storage Pool (O Mot monitored  VSP_§3939 1 54 FIBRE
£E| Subsystem () Mot monttored  VSP 59999 1 CL5-B FIBRE
4 (g Alerts (O Not monitored V3P 59999 1 15 FIBRE
2| Aerts (O notmonitored  vSP_9333 1 asp FIBRE
&1 ConnectorAler (O Mot monitored VSP_63999 1 52 FIERE
= DA (O Mot monitored VP 69399 1 e FIERE
4 ([ Performance b o
. (5 ControlerFartPerormanee (O Notmonitored  VSP_69993 1 - FIERE an;r
+ [ HOP Pool Peformante () Mot monitored~~*vsP_53333 1 arp FIERE | 5
» L4 Logical Unit Performance — Detail View v 2
» | g RMD Group Performance -
4 (g Storage Replication D Hitachi Storage Controller Port properties of ¥SP_§9999-CTL-01-PORT-CL1-A
5] HMas snapshat Display Hame VSP_69998-CTL-03-PORT-CL1-A
] Remote Starage Replication Full Path Hame Subsystem_SP_§3399\WSP_69999-CTL-01-PORT-CL1-A
H Seormeiein Object D VSP_69993-CTL-0L-PORT-CLLA
i . . j Subsystem WSP_69933
HAhanian e . Cantroller Part CLi-A
Status This component isn't monitored due ta a Hitachi product design limitation, For current status information, please use Hitachi Command Suite’s
Hews View b Maintenance Utility.
Controller 1
._ Monitoring Protocal FIBRE
Partal IF -
,7‘ Authering ConmectotID SCOM-WIN2008R2.contoso.com
i‘J Reporting
4 Administration
_I?:, My Workspace
o
Ready J 4

With global storage virtualization Virtual DKC configurations, information pertaining
to the Physical DKCs upon which the Virtual DKC resides is displayed.

The Subsystem field displays values which reflect the association between the
Virtual DKC and the Physical DKCs upon which it resides. The Physical DKC
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information is shown in parentheses to the right of the Virtual DKC information,
such as Virtual DKC (Physical DKC). If the target Virtual DKC shares the same
Physical DKC with other Virtual DKCs, duplicate Physical DKCs are eliminated and
displayed as Virtual DKC1, Virtual DKC2, ... (Physical DKC). Thereis an n:1
correlation between Virtual DKCs and Physical DKCs.

| A controller Port - contoso - Dperations Manager 1 [=] 3,
Fle Edit View Go Tasks Tools Help

search v _ § B scope [ Fnd] [ Tasks| | @)

£ File ServerMode

£ File System

£ Link Aggregation

£ Link Aggregation Fort
£ Logical Unit

£] Quorum Device

£if] Storage Fool

£ Subsystem

VSP_G1000_54321, V)
VEP_G1000_50002, V5P
VSP_G1000 54321, V5P_G

000_50002 [¥SP_G1000_54321)
Q54321 (¥SP_G1000_50002)
Q2 (VSP_G1000_54321)
\SP_G1000_50002, V|
VSP_G1000_54321, V]
VSP_G1000_54321, V]
V5P_61000_50002, 'SP GT000 5437 (95 GI000_50002)

VSP_G1000_50002, VSP_G1000_54321 [VSP_G1000_50002)

CLLB

CL2-A

WSP_GL000 50002, VSP_G1000_54321 (¥SP_G1000 50002) 1 CLLA FIBRE
252 Contraller Part m r r ~ST002 P 9 i LA FIBRE
£ Drive
— WSP_G1000_50002,\GP_51000_54321 (VSP_G1000_5 T 1 LB FIBRE
A2 EVS

FIBRE
FIBRE

Menitoring ¢ Controller Port (64) <
4 ([ Hitachi Storage Systems j -4 Lookfor: Eind How Clear x
4 | Hitachi Storage Systems 3.3 ()| subsystem | controler Controller Port | Protocol Forta P B
£ Contraller

T
1
1
1
2
2
2
2
2
2
2
2

CL2-B FIBRE
4 g Herts \SP_GLO00_54321, VSP_1000_50002 (VSP_G1000_54321) [<bX] FIBRE
| Alerts
\SP_GL000_54321, VSP_51000_50002 (vSP_G1000_54321) cLa-C FIBRE
| Connector Alerts -
WSP_GL000 50002, VSP_51000_54321 (VSP_G1000_50002) cLa-c FIBRE
| SNMP Trap Alerts
4SP_G1000_50002, YSP_G1000_54321 (vSP_G1000_50002) 2o FIBRE
4 (g Performance
VSP_GLO00_54321, VSP_1000_50002 [VSP_G1000_54321) Lo FIBRE

» g Contraller Port Performance

L
aued yse|

Detail View

S

<

(' HDP Paal Perfarmance
2+ Read Rate
27 Read Transfer Rate

¥

D Hitachi Storage Controller Port properties of YSP_G1000_50002-CTL-01-PORT-CL1-A

¥ Transfer Rate Display Name VSP_G1000_50002-CTL-0-PORT-CL1-A
e e Rate Full Path Nare Subsystem_VSP_G1000_S0002WSP_G1000_50002-CTL-01-PORT-CL1-A
Nl Wik Transfer Rate ObjectID WSF_G1000_50002-CTL-01-FORT-CLL-A

- I | Subsysten VSP_G1000_50002, VSP_G1000_54321 (VSP_G1000_50002)

i Controller Port LA
Status This component ismt monitored due to a Hitachi product design limitation, For current status information, please use Hitachi Command Suite's
Hews View b Maintenance Litility,
Cantroller 1
B Monitoring Protocol FIBRE
Partal 1P -
/ Authoring Connector I SCOM-WIN2008R2.contoso.com

i‘J Reporting
% Administration

T?; My Workspace

Ready 4

The Controller Port view contains the following columns and definitions:

Field Description

State Availability state of Controller Port

The Not Monitored state is perpetually displayed for these components
for the following storage subsystems: VSP, HUS VM, VSP G1000, VSP
Gx00, and VSP Fx00, VSP G1500, and VSP F15002.

Maintenance Mode

N/A

Subsystem*1

Name of the subsystem

Controller

The controller number of the subsystem controller

Controller Port

Name of the controller port

Protocol

Possible values:

= Fibre or iSCSI
= NAS Platform (User LU) or NAS Platform (System LU)
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Field Description
Portal IP The IP address of the controller port
—y| Notes
-= 1. With g!obal storage virtualization Virtual DKC configurations, this field will resemble Virtual DKC
— (Physical DKC).

2. Displayed as Not Monitored since software version 1.5.0.

Drive View

92

HUS, VSP, HUS VM, VSP G1000, VSP Gx00, VSP Fx00, VSP G1500, VSP F1500,
and HNAS

Access the Drive view from the Monitoring pane of the Operations Manager console.

Hitachi Storage Systems > Hitachi Storage Systems 3.11 > Drive

PR Drive - contoso - Dperations Manager

Fle Edit View Go Tasks Took Help

search v _ § B scope [ Fnd] () Tasks| | @) -

Monitoring

4 (g HitachiStorage Systems 3.4
£ Controller
£ Controller Port
£ Drive
£ Evs
£2!] File Server Made
£ File System
25 Link Aggregation
=] Link Aggregation Port
=] Logical Unit
=] Quorum Device
=% Storage Pool
£ Subsystem
4 (g Merts
| Alerts
| Connector Alerts
| SHMP Trap Alerts
4 (g Performance
» L Controller Port Performance
» |_g HOP Paal Perfarmance
» | Logical Unit Performance
» | g RMD Group Performance
4 (g Starage Replication
EEE| HNAS Shapshat
=] Remate Starage Replication
=] Storage Replication

Showior Hide Views...

Mewr iiews b

._ Menitoring
4 Authoring
i‘J Reporting
4 Administration

T?i‘ My Workspace

Ready

<

B

Drive (108)

4 Lookfor: l— Eind Mow Cear
Stote ¢ | 2] subsystem | uni ¢ | st
(@) Healthy HUSL10 91200074 0 0
(@) Healthy HUSL10 91200074 i 1
(@ Healtny HUSL10 91200074 [ 1
(@ Healthy HUSL10 91200074 0 1
(@ Healthy HUSLL0 31200074 0 12
(@) Healthy HUSL10 91200074 i 13
(@ Healtny HUSL10 91200074 [ 15
(@ Healthy HUSL10 91200074 0 1
(@ Healthy HUSLL0 31200074 0 Iy
(@ Healthy HUSL10 91200074 0 1
(@ Healtny HUSL10 91200074 [ :
(@ Healthy HUSL10 91200074 0 a
(@ Healthy HUSLL0 31200074 0 5
(@ Healthy HUSL10 91200074 0 H
(@) Healthy HUSL10 91200074 i 4

4

+ | Location 4 | Capaty
0 900 6B
1 900 68
0-10 900 G&
11 900 68
12 900 G5
13 900 68
0-15 900 G&
116 900 68
17 900 G5
118 900 6B
n-2 900 G&
20 900 68
23 900 G5
03 900 6B
-4 900 68

Type

SASSFF
SASSFF
SASSFF
SASSFF
SHSSFF
SASSFF
SASSFF
SASSFF
SHSSFF
SASSFF
SASSFF
SASSFF
SHSSFF
SASSFF
SASSFF

Detail View

L Hitachi Storage Drive properties of HUS110_91200074-LOC-0-0

Display Name
Full Path Name
Object 1D
Subsystem
Unit

Slot

Location
Capacity

Type

Spate

Status

Raid Group
Paol

Parity Group
Connector ID

HUS110_91200074-1OC-0-0

Subsystem_172.16,105.7_172.18,105.5\HUS110_91200074-L0C-0-0

HUS110_31200074-L0C-0-0
HUS110_ 91200074

il

0

o-n

300 GB

SASSFF

No

NORMAL

0

SCOM-WIN2008R2.contoso.com

Raid Group
[
[}

[=10[x]

x

lj

/|

aued yse|

4

With global storage virtualization Virtual DKC configurations, information pertaining
to the Physical DKCs upon which the Virtual DKC resides is displayed.

The Subsystem field displays values which reflect the association between the

Virtual DKC and the Physical DKCs upon which it resides. The Physical DKC
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information is shown in parenthesis to the right of the Virtual DKC information,
such as Virtual DKC (Physical DKC). If the target Virtual DKC shares the same
Physical DKC with other Virtual DKCs, duplicate Physical DKCs are eliminated and
displayed as Virtual DKC1, Virtual DKC2, ... (Physical DKC). Thereis an n:1
correlation between Virtual DKCs and Physical DKCs.

| PR Drive - contoso - Dperations Manager H[=] 3
Fle Edit View Go Tasks Tools Help
search v _ § B scope [ Fnd] () Tasks| | @) -
Monitoring ¢ Drive (248) «
4 (3 Hitachi Storage Systems ] Lockfor: Eindhow  Clear X
4 (g Hitachi Storage Systems 3.8 ()| subsystem | unit 4 | slot Location Caparity Type Spare | Raid Gﬂ
£25] controller VSP_GL000 54321, VSP_G1000_50002 (VSP_G1000 54321) | 0 pi] 023 864.64 GB A3 Ves -
iBlzontoleriRor esx iR OO0 50002 (WP 1 3 03 884,64 GE 545 No
£ Drive
2 \/SP_G1000_50002, VSR_G1000_54321 [VSP_G1000_SO00RY_ 1 5 15 864,64 6B 5A5 No
fE evs
= VSP_GL000_54321, V5P \00_50002 [¥SP_G1000_54321) W 10 10 78769 68 3] No
H22| File Server Mode
- VSP_GLODD 50002, VSP_GY, 4321 [/SP_GL000 50002 0 4 -4 864,64 GB 545 Mo
£ File System
2] Link Aggregation VSP_G1000 54321, VSP_G10) (¥SP_G1000 54321 0 -4 884,64 GB 545 No
A e atior P VSP_G1000 54321, VP, ] 864,64 6B 5A5 No
2] Logical Unit VSP_G1000_50002, VP, ] 864,64 6B 55 No
£2] Quorum Device VSP_GLOMD_S0002, V5P, ] 864,64 GB 545 Mo
2| Storage ool WSP_G1000_54321, V5P Srmr—smmr prse - ] . 864.64 GB A3 No
tez] Subsystem VSP_G1000_50002, VSP_G1000_54321 [¥SP_G1000_50002] 0 0 0-0 864.64 B sAS No
4 g VSP_G1000_54321, YSP_G1000_50002 [YSP_G1000_54321 1 6 -6 864,64 6B 55 No
=] alerts
VSP_GLO0D_S0002, VSP_G1000_54321 [¥SP_GL000_S0002 0 1 1 864,64 GB 545 Mo
| Connector Alerts =
VSP_GLO0D 54321, VSP_G1000_50002 [/SP_GL000 54321 0 8 -8 864,64 GB 545 Mo -
=] SHMP Trap Alerts =
\SP_G1000_54321, VSP_G1000_50002 [SP_G1000 543211 0 9 [ 884,64 GB A3 No -
4 (g Performance P
4 »
» | g Contraller Port Perfarmanee l I E
4 {3 HDP Paol Performance Detail View v 2
| Read Rate -
'l Read Transfer Rate Lo Hitachi Storage Drive properties of ¥SP_G1000_54321-LOC-0-23
b2 Transfer Rate Display Name VSP_61000_54321-L0C-0-23
e Wit Roate Full Path Harne Subsystem_ySP_GLI00_54321\WSP_GL00D_54321-L0C-0-23
8] virite Transfer Rate ObjectID V5P_G1000_54321-L0C-0-23
e | Subsystem VSP_G1000_54321, VSP_GL000_50002 [SP_G1000_54321)
Showor Hide Views... Unit !
slot 3
Hew e} Location 0-23
Capacity 86464 GE
._ Manitoring Type SAS
N Spare ves
# Authoring Status STANDEY
Raid Group -
i‘J Reporting Poal
W Arann Parity Group -
w Administration Connector 1D SCOM-WIN2008R2.contasc.com
T_I‘ My Workspace
Ready 4

The Drive view contains the following columns and definitions.

Field Description

State Monitored Drive State - Healthy, Warning or Critical

Maintenance Mode N/A

Subsystem? Name of the subsystem

Unit The unit location number of the drive inside the subsystem
This field is blank for VSP, HUS VM, VSP G1000, VSP Gx00, VSP
Fx00, VSP G1500, and VSP F1500.

Slot The slot number of the drive inside the subsystem

This field is blank for VSP, HUS VM, VSP G1000,VSP Gx00, VSP
Fx00, VSP G1500, and VSP F1500.
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Field

Description

Capacity The total physical capacity of the drive.
For VSP/VSP Gx00/HUS VM/VSP Fx00 storage systems, the value
displayed indicates the capacity that can actually be used.

Type Possible drive types are SATA, SAS, SSD, and FMD

Spare True if the drive is a spare, false if drive is in use

RAID Group The RAID Group number the drive belongs to

HDP Pool The HDP Pool number the drive belongs to

Location

Location of the disk drive

Parity Group

VSP, HUS VM, VSP G1000, VSP Gx00, VSP Fx00, VSP G1500,
and VSP F1500: Parity Group ID

?-‘ Note

I

l”

I

(Physical DKC).

= With global storage virtualization Virtual DKC configurations, this field will resemble Virtual DKC
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EVS View

HNAS, Unified NAS Module
Access the EVS view from the Monitoring pane of the Operations Manager console.

e Hitachi Storage Systems > Hitachi Storage Systems 3.11 > EVS

| FREVS - contoso - Operations Manager H[=] 3
Fle Edit View Go Tasks Took Help
Search v _ § B Scope |2 Find] (7] Tesks| @ -
Menitoring < EVS(7) <
4 (3 Hitachi Storage Systems &] S Lookfor: BrdMow  Clear x
4 (@ Hitachi Storage Systems 3.4 Stote | FleServer 4 | WS e + | File Server ods | Link Agoregation |
2] controller () Not montored HMAS-Clustzr  EWS01 17216162051, HNAS-Cluster-1  aglagl
i8] Controller Port () Not monitored HMBS-Cluster  EWS02 1721616207 HNAS-Cluster2  agl
D
Ll (O Not monitored HMAS-Cluster — hnasd000-1 10002047206, HNAS-Cluster-1  eth,agd,ethd, ..
] evs
= O Not monitored HMAS-Clyster PoDFileSendEYS  172,16,14.197 HMAS-Cluster-1  ag2
A2/ File Server Mode
™ O Mot monitored HMAS-Clyster QE-VASA-EYS 172,16.41.17 HuaS-Cluster-1  agl
5o File System
Link Aagregation O Mot monitored HMAS-Clyster QE-VASA-EYS2 172,16.41.22 HMaS-Cluster-1  agl
e (O Not monitored HMAS-Cluster  testEyS 1724618208 HNAS-Clusterd  agi
<) Logical Unit
£ Quarum Device
£ Storage Pool
£ Subsystem
4 (3 Hlerts
] derts
=] Connector lerts
] SHMPTrap lerts 4
Q
4 (g Performance FN
+ L Controller Port Performance b
» L4 HDP Pool Perfarmance Detail View -
» L Logical Unit Performance =
» | RAD Group Performane D Hitachi Storage HNAS EYS properties of HMAS-Cluster-EYS-EYS01
4 .éstorageRepllcauon Display Mame HNAS-Cluster-EWS-EWS01
] HAS Snapshet Full Path Hame HHAS-ClusterFileServeHMAS-Cluster-EYS-E¥S01
[ Remote Storage Replication Object D HHMAS-Cluster-EVS-EVS01
o - - j File Serier HHAS-Cluster
Show or Hide Views... £is EvsiL
Status Online
o BV IP 172.16,16.205,172,15,16.208
File Serier Node HHAS-Cluster-1
Bl Wonitoring Link Bgaregation sgl,a01
X Connector 1D SCOMATN2008R2.contosa.com
Z#{ Muthering
i‘J Reporting
% Administration
T wy Workspace
. |
Ready 4
Field Description
State Health state of EVS
Maintenance Mode N/A
File Server File server name
File Server Node File server node name
Link Aggregation Port/Link Aggregation name
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File Server Node View

96

HNAS, Unified NAS Module

Access the File Server Node view from the Monitoring pane of the Operations

Manager console.

¢ Hitachi Storage Systems > Hitachi Storage Systems 3.11 > File Server

Node

Fe Edt View Go Tasks Took Help

Monitoring

4 (g Hitachi Starage Systems
4 (7 Hitachi Storage Systems 3.6
] contraller
] contraller Port
] Drive
evs
£2E| File Server Node
£ File System
£ Link Aggregation
£ Link Aggregation Port
£ Logical Unit
£ Quorum Device
£ Storage Paal
£ Subsystem
4 (g Merts
=] Mlerts
=| Connector Alerts
=) SNMP Trap Alerts
4 (3 Performance
> écantvu\\erPortPerfurmance
» [ HDP Paol Performance
> éLogica\Uthel’fovmanc&
» [ RAID Group Performanc:
4 (3 Storage Replication
E22| HINAS Shapshat
E2*| Remote Storage Replication

Show ar Hide Yiews...

Mewr iew b
. Monitoring
# Authering
{5 Reporting
% Administration

T?i‘ My Workspace

Ready

| BRFile Server Node - contoso - Dperations Manager

<

B

searchv _ | B scope ([ Find] (2] Tecke] | @) _

File Server Node (2)

4 Look for: Eind Mo Cear

State . ‘t‘ Filg Server 7 | File Server Nods ‘ File Server Nod.., | SMU 7| Is Active Node
O Not manitored HNAS-Cluster HHAS-Cluster-1 100,051 SMU False
O Not monitored HMAS-Cluster HMAS-Cluster-2 10.0.0.52 SMU True

Detail View

IO Hitachi Storage HNAS File Server Node properties of HNAS-Cluster-FileServerMode-HNAS-Cluster-1

Display Name HHAS-Cluster-FileServe N ode-HNAS-Cluster-1

Full Path Mame HrAS-Clyster-Fil luster-Fil HMAS-Cluster-1
Object 1D HMAS-Cluster-FileServertode-HMAS-Cluster-1

File Serier HHAS-Cluster

File Server Node HMNAS-Cluster-1

File Serier Node 1P 10,0051

MU MU

Is Active Node False

Status Online

Cannectar Il SCOM-WIN2008R2,cantosoweom

[-10[x]

<

aued se |

The File Server Node View contains the following columns and definitions.

Field

Description

State

Health state of File Server Node

Maintenance Mode

N/A

File Server

File server name

File Server Node

File server node name

File Server Node IP

File server node IP address

SMU

SMU name

Is Active Node

Is active node

Monitoring Views

Hitachi Infrastructure Adapter for Microsoft® System Center Operations Manager

User’s Guide for Storage Systems




File System View

HNAS, Unified NAS Module

Access the File System view from the Monitoring pane of the Operations
Manager console.

o Hitachi Storage Systems > Hitachi Storage Systems 3.11 > File System

I A ile System - contoso - Operations Manager [_[O]x]
Fle Edt View Go Tasks T
i sewchv A scope | ) ind] 2] Tesks| @
Monitoring < File System (15) ¢
4 (3 Hitachi Storage Systems A] 3 Lookfor: EndNow  Clear X
4 (g Hitachi Storage Systems 3.8 State 1| (-] Fie Server /| StoragePodl /| EVS
5] Controller (O Not monitored HNAS-Cluster  QE_VASA EVS01
&3] Controller Pok O Not monitored HNAS-Cluster  QE_VASA QE-VASA-EVS
57| Drive
— Q Not monitored HNAS- Cluster QE_VASA QE-VASA-EVS
& evs
] Fle ServerNode (O Not monitored HNAS-Cluster  QE_VASA EVS01
R
&5 Pl sytem O Not monitored HNAS-Cluster  QE_VASA QE-VASAEVS2
] Uk Aggregation (O Not monitored HNAS-Cluster  QE_VASA EVS01
%] Link Aggregation Port (O Not monitored HNAS-Cluster — QE_VASA QE-VASA-EVS2
& Logical Unt (O Not monitored HNAS-Cluster  QE_VASA EVSOL
&%) Quorum Device (O Not monitored HNAS-Cluster  QE_VASA EVS01
.1 storage Pool O Not monitored HNAS-Cluster  QE_VASA QE-VASAEVS
3] Subsystem O Not monitored HNAS-Cluster  QE_VASA QE-VASA-EVS
sUgAets O Not monitored HNAS-Cluster  QE_VASA QE-VASA-EVS2
| Alerts
. oA Q Not monitored HNAS-Cluster testpool2_HNAS  testEVS
| ConnectorAlel
O Not monitored HNAS-Cluster  testpool2_HNAS  EVSOL
| SNMP Trap Alerts =
O Not monitored HNAS-Cluster wROps_Pool PSDFileServiEVS 3
4 (g Performance 2
4 Controller Port Performance g
4 HOP Pool Performance Detail View vz
4 Logical Unit Performance -
4 RAID Group Performance D) Hitachi Storage HNAS File System properties of HNAS-Cluster-FileSystem-Qe_Test
4 (g Storage Replication HNAS-Cluster-FileSystem-Qe_Test
2] HNAS Snapshot HNAS-Cluster-FileServe\HNAS-Cluster-FileSystem-Qe_Test
) Remote Storage Replicaion s HINAS-ClusterFileSystem-Qe_Test
=3 ¥ HINAS-Cluster
Show or Hide Views... Qe_Test
Mounted
4 torage P QEVASA
EVS EVS01
B Monitoring Connector ID SCOM-WIN2008R2.contoso.com
/ Authoring
|5 Reporting
% Administration
‘_7:\ My Workspace
Ready 4

The File System View contains the following columns and definitions.

Field Description
State Health state of File System
Maintenance Mode N/A
File Server File server name
File System File system name
Storage Pool Storage Pool
EVS EVS name
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Link Aggregation View

98

HNAS, Unified NAS Module

Access the Link Aggregation view from the Monitoring pane of the Operations

Manager console.

Hitachi Storage Systems > Hitachi Storage Systems 3.11 > Link

Aggregation

PALink Aggregation - contoso - Dperations Manager

Fe Edt View Go Tasks Took Help

searchv _ | B scope ([ Find (2] Teske]| @)

Monitoring

4 (g Hitachi Starage Systems
4 (7 Hitachi Storage Systems 3.6
£EE| Contraller
£2E| contraller Port
i Drive
i Bvs
£2E| File Server Node
£ File System
£4f] Link Aggregation
£ Link Aggregation Port
£ Logical Unit
£ Quorum Device
£ Storage Paal
£ Subsystem
4 (g Merts
=] Mlerts
=| Connector Alerts
| SHMP Trap Alerts
4 (g Performance
» | g Contraller Port Perfarmane:
» |_g HDP Paal Perfarmance
> | Logical Unit Performance
> |g RAID Group Performance
4 (3 Starage Replication
2 HINAS Snapshot
=% Remote Storage Replication

Show ar Hide Yiews...

Mewr iew b

. Monitoring
# Authering

{5 Reporting

_' Administration

T{‘ My Workspace

Ready

¢ Link Aggregation (2)

d 4 Look for: Eind Mo

State
() Not monitored
() Nt monitored

"~ Detail View

2 ‘lgl File Server ~ # ‘ Link Aggregation | Load Balancing

HHAS-Cluster agl
HHAS-Cluster ag?

Clear

Normal

Normal

Use LACP
No
Mo

IO Hitachi Storage HNAS Link Aggregation properties of HNAS-Cluster-LinkAggr-agl

Display Name

Full Path Mame

ObjectID
File Server
Link Aggrega

HHAS-Cluster-Link&ggr-agl
HH&3-Cluster-FileServe AHMAS-Cluster-LinkAggr-ag 1
HMAS-Cluster-Linkaggr-agl

HNAS-Cluster
tion agl

Load Balanding Normal

Use LACP Na

Parts tgl

Status Up

Cannectar Il SCOM-WIN2008R2,cantosoweom

/| Ports
tgl
tg2

[-10[x]

aued se |

The Link Aggregation view contains the following columns and definitions.

Field

Description

State

Health state of Link Aggregation object

Maintenance Mode

N/A

Subsystem

File server name

Link Aggregation

Name

Load Balancing

Load balancing value: Normal or Round Robin

Use LACP

Value: Yes or No

Ports

Ethernet ports separated by commas
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Link Aggregation Port View

HNAS, Unified NAS Module

Access the Link Aggregation Port view from the Monitoring pane of the
Operations Manager console.

o Hitachi Storage Systems > Hitachi Storage Systems 3.11 > Link
Aggregation Port

[I| R Link Aggregation Port - contaso - Dperations Manager M= E
Fle Edt View Go Tasks Took Help
Manitoring < Link Aggregation Port (2) <
4 (3 HitachiStorage Systems 4] QLookfor: Find Mow  Clear x
4 (g Hitachi Storage Systems 3. State + ‘g‘ Fie Server  # | Fort + ‘ Link Aggregation
] contraller () Not monitored HNAS Cluster  tg1 agl
15| Controller Port O Not monitored HMAS-Cluster ta2 agd
£ Drive
i Evs
£22] File Server Node
£ File System
=i Link Aggregation
£ Link Aggregation Part
£ Logical Unit
25| Quarum Device
£ Storage Paal
£ Subsystem
4 (5 Alerts
| Blerts
| Connectar Alerts
| SHMP Trap Alerts J
4 [ Performance 58
é Cantroller Port Perfarmance | §
4 HDP Pool Perfarmance Detail View v 2
4 Logical Unit Performance =
& RAID Group Performance B Hitachi Storage HNAS Link Aggregation Port properties of HNAS-Cluster-LinkAggrPort-tg1
4 .éstorageReplicaﬁon Display Name HMAS-Cluster-LinkAggrPort-tal
:!'_ HMAS Snapshot Full Path Mame HM&S-Cluster-FileServe\HMAS-Cluster-LinkAggiPort-tg1
[ Remote Storage Replication Object 1D HN&S-Cluster-LinkaggrPort-tgl
= . = File Serier HN&S-Cluster
Show or Hide Views.. status Up
Port ol
el o) Link Aggregation agl
Connector 1D SCOM-WIN2008R2.contoso.com
.. Menitoring
/A Authoring
{5 Reporting
7' Administration
T?:‘ My Workspace
. |
Ready 4
The Link Aggregation Port view contains the following columns and definitions.
Property Description
State Health state of Link Aggregation Port
Maintenance Mode N/A
File Server File server name
Port Ethernet port name
Link Aggregation Link aggregation name (if available)
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Logical Unit View

HUS, VSP, HUS VM, VSP G1000, VSP Gx00, VSP Fx00, VSP G1500, and VSP
F1500

Access the Logical Unit view from the Monitoring pane of the Operations
Manager console.

o Hitachi Storage Systems > Hitachi Storage Systems 3.11 > Logical
Unit

11 & Logical unit - contoso - Operations Manager [_10[x]
File Edit View Go Tasks Tools Help

searchv | B scope ([0 Fnd] ([ Tsks| @

Monitoring € Logical Unit (179) "/
4 (. Hitachi Storage Systems 3.8 A R Lookfor: EndNow  Clear x
.| Controller State | Subsystem w ' | Type RAID Level Size Storage Pool Pool Type -
i) Controller Pott 1. Warning HUS110.91200074 0039 NORMAL RAIDS 100 MB % RG j
Dk 1, Warning HUS110.91200074 0046 NORMAL RAIDS 20068 % RG
v i, Warning HUS110.91200074 0048 PARENT RAIDS 10068 2% RG
#.%| File ServerNode
o i, Warning HUS110.91200074 0049 PARENT RAIDS 100 GB 2% RG
7] File System
7] Link Aggregation i\ Warning HUS110.91200074 0054 NORMAL RAIDS 1068 % RG
7] Link Aggregation Pot 1\ Warning HUS110.91200074 0056 NORMAL RAIDS 1568 3 RG
3 LogicalUnk 1, Warning HUS110.91200074 0076 NORMAL RAIDS 368 3 RG
2| Quorum Device i, Warning HUS110.91200074 0082 NORMAL RAIDS 1568 3 RG
+.*| Storage Pool 1, Warning HUS110_91200074 0083 NORMAL RAIDS 368 3 RG
£:1| Subsystem i\, Waming HUS110_91200074 0085 NORMAL RAIDS 1568 3 RG
4 (g Aletts i, Warming HUS110.91200074 0098 NORMAL RAIDS 1068 % RG
2l Nerts i, Warning HUS110.91200074 0099 PARENT RAIDS 100 GB % RG
B Somecaliers i, Warmning HUS110.91200074 0109 NORMAL RAIDS 333M8 3 RG
i ;p:::::::mem i, Warning HUS110.91200074 0112 NORMAL RAIDS 368 3 RG o
B CortiolicPo Purformanc 1, Warning HUS110.91200074 0113 NORMAL RAIDS 1568 3 RG :ﬁ-r
4 HOP Pool Peformance i\ Warning HUS110.91200074 0114 NORMAL RAIDS 368 3 RG =l >
4 Logical Unit Performance —  Detail View d
1 RAID Group Performance -
4 ( Storage Replication L. Hitachi Storage Logical Unit properties of HUS110_91200074-LU-0039

%! HNAS Snapshot Display Name HUS110_91200074-1U-0039
% Remote Storage Replication F A Subsystem_172.16,105.7_172.16,105,8\HUS110_91200074-LU-0039
HUS110_91200074-1U-0039

&%) Storage Replication
SRS - = HUS110_91200074
Show or Hide Views... L 0033
tatu REGRESSED
T NORMAL
RAID Leve RAIDS
. Monitoring ize 100 MB
% torag %
/| Authoring RG
SCOM-WIN2008R2.contoso.com
|5 Reporting

Administration

\7; My Workspace

With global storage virtualization Virtual DKC configurations, information pertaining
to the Physical DKCs upon which the Virtual DKC resides is displayed.

The Subsystem and LU fields display values which reflect the association between
the Virtual DKC and the Physical DKCs upon which it resides. The Physical DKC
information is shown in parentheses to the right of the Virtual DKC information,
such as Virtual DKC (Physical DKC). If a Virtual DKC resides upon multiple
Physical DKCs, each Physical DKC is listed within parentheses.

The LUs which correspond to all of the Physical DKCs upon which a Virtual DKC
resides are displayed without the elimination of duplicates.
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There is a 1:n correlation between Virtual DKCs and Physical DKCs.

[I| ™ Logical unit - contoso - Operations Manager
Fle Edt View Go Tasks Tools Help

Manitoring «

4 (g Hitachi Storage Systems
4 (g Hitachi Storage Systems 3.8
] contraller
£2Z] Contraller Port
£ Drive
] Evs
£22] File Server Node
£E| File System
£ Link Aggregation
£ Link Aggregation Part
£ Logical Unit
25| Quarum Device
£ii| starage Foal
£ Subsystem
4 (g Merts
| Blerts
| Connectar Alerts =
| SHMP Trap Alerts
4 (3 Performance

> 3 Cantroller Port Performance

.

(£ HDP Pool Performance
2 Read Rate
22 Read Transfer Rate
224 Transfer Rate
D2 Wirite Rate
o2 Wirite Transfer Rate j

Show or Hide Views...

Mewr iew »
. Monitoring
/A Authoring
{5 Reporting
% Administration

T_I‘ My Workspace

Ready

searchv | W scope [ Find () Teske] | @) _

Logical Unit (76)

A 4 Look Far: Find Mow Clear

lg‘ Subsystenn ‘ L o ‘ Type RAID Level Size: Starage Pacl Paal Type

[\V5P_G1000_54351) 00:00:04 [00:00:04) EXTERMAL RAIDS 20GB E1-10 EXTERNAL

00;00:3F (00:00:3F) EXTERMAL RAIDS 20 GB EL3 EXTERNAL

00:01:3C (00:01:3C) EXTERMAL RAIDS 20GB EL17 EXTERNAL
QLAG (D0 LAE) MNORMAL RAIDS S0 ME 5-2 PG
3 NORMAL RAIDS 10 GB 15 PG
RAIDS 10 GB 1 FG
RAIDS 400 GB 110 PG

RAIDS 20GB EL11 EXTERNAL

— 20GB El-4 EXTERNAL
WSP_G1000_50002 [WSP_1000_50002) 00:38:01 [00:38:01) MORMAL RAIDS 3GE 5-2 FG
WSP_G1000_50002 [V3P_G1000_50002) 00;38:20 (00:38:201 MORMAL RAIDS 3GB 5-2 PG
WSP_GLO00_S0002 [V3P_G1000_50002) 00:38:21 (00:38:21) MNORMAL RAIDS 3GB 5-2 PG
WSP_G1000_S0002 (/SP_G1000_50002) 00:38:22 (00:35:22) NORMAL RAIDS 3GB 5-2 PG
WSP_G1000_50002 [WSP_1000_50002) 00:38:23 [00:38:23) MORMAL RAIDS 3GE 5-2 FG
WSP_G1000_50002 [V3P_G1000_50002) 00;38:24 (00:38:24) MORMAL RAIDS 3GB 5-2 PG
WSP_GL000_S0002 [V3P_G1000_50002) 00:36:25 (00:38:25) MORMAL RAIDS 3GB 5-2 PG

Detail View

B Hitachi Storage Logical Unit properties of YSP_G1000_54321-1U-00:00:04

Display Name
Full Path Mame
Object 1D
Subsystem
0]

Status

Type

RAID Level
Size

Storage Pool
Poal Type
Connector 10

VSP_G1000_54321-LU-00:00:08
Subsyitem_WSP_GL000_5432 1\WSP_GLO0_54321-LU-00:00:04
VSP_GL000_54321-LU-00:00:04
\SP_G1000_54321 [VSP_G1000_54321)
00:00:0 (00:00:04)

BLOCKED

EXTERNAL

RAIDS

2068

E1-10

EXTERNAL
SCOM-WIN2008R2.contoso.com

M=l E3)

x

<
aued se |

The Logical Unit view contains the following columns and definitions:

Field Description
State Health state of Logical Unit
Maintenance Mode N/A
Subsystem? Name of the subsystem
Lut LU number
Type Possible LU types:
= Single, Parent, or V-VOL
= NAS Platform (User LU) or NAS Platform (System LU)
RAID Level Possible RAID Levels are 0, 1, 5, 6 or 10
Size Total available capacity of the LU

Storage Pool

Storage pool

Pool Type Pool Type: RG, HDP, HDT, HRT, COW or Parity Group

— Note

=4k With global storage virtualization DKC configurations, this field will resemble Virtual DKC (Physical
—| DKC).
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Quorum Device View

HNAS, Unified NAS Module

Access the Quorum Device view from the Monitoring pane of the Operations
Manager console.

o Hitachi Storage Systems > Hitachi Storage Systems 3.11 > Quorum
Device

| B Quorum Device - contoso - Dperations Manager [_[O] ]
Fle Edit View Go Tasks Tools Help

Monitoring ¢ Quorum Device (1) <
4 (. Hitachi Storage Systems ﬂ < Look for: FindHow  Clear x
) actistoragsbysten s State || Flesever /| QuorumDevice | Quorum Devica IR
i (O Motmonitored  HHAS-Cluster  SMU 10.0.050

£ Contraller Port

£ Drive

| File Server Node

£41] File System

£ Link Aggregation
£ Link Aggregation Port
£ Logical Unit

£ Quorum Device

&3] starage Poal
£ Subsystem
4 (g Merts
=) Blerts
| Connedtor Alerts

| SNKP Trap Alerts -
2 o
[ o
4 (g Performance z
» g Controller Port Performance S
2 HDP Paol Perfarmance Detail View -
> 3 Logical Unit Performance j
» L RAID Group Performance IO Hitachi Storage HNAS Quorum Device properties of HMAS-Cluster-Quoru m-SMU
4 .éitnrageReplicaﬁnn Display Name HHAS-Cluster-Quarum-SMU
| HMAS Snapshot Full Path Name HMAS-Cluster-FileServe AHMAS-Cluster-Quorum-SMU
22| Remote Storage Replication Objedt 1D HMNAS-Cluster-Quorum-SMLU
= 2l Fileserer HhAS-Cluster
Show ar Hide Views... Quorm Device sMu
Status Configured
e Querum Deice P 100050
Cannectar I SCOM-WIN2008R2, cantoso.com
.. Monitoring
A Authoring
i‘J Reporting
_: Administration
F‘ My Waorkspace
v
.|
Ready 4

The Quorum Device view contains the following columns and definitions.

Field Description
State Health state of Quorum Device
Maintenance Mode N/A
File Server File server name
Quorum Device Quorum Device name
Quorum Device IP Quorum Device IP
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Storage Pool View

HUS, VSP, HUS VM, VSP G1000, VSP Gx00, VSP Fx00, VSP G1500, VSP
F1500, and HNAS

Access the Storage Pool view from the Monitoring pane of the Operations
Manager console.

¢ Hitachi Storage Systems > Hitachi Storage Systems 3.11 > Storage

| A 5torage Pool - contoso - Operations Manager [_Io[x]
Fle Edit View Go Tasks Tools Help
search v _ | Wy scope [0 Find] (2] Teshs| @ _
Monitoring ¢ Storage Pool (9) €
4 |/ Hitachi Starage Systems 3.8 2] A Lookfor: Eind Mow  Clear X
£ Controller State ‘ |/5| Subsystem ’ ‘ Poal : ‘Pool Type RAID Level
£E| Controller Port L Warning Hus1l0_91200078 2 P RAIDL
] Drive A\ Warning VSP_9999 a1 P RAIDS
] evs
= /1, Warning W3P_63993 il DR RAIDS
£iE| File Server Node
o 1, Warning WSP_§9999 EH [ RAIDS
£iE| File System .
e d Critical WSP_69999 13 o7 RAIDS
,
52 Link Aggregation Port d Critical W3P_63993 24 DR RAIDS
8] Logical Unk & critical SP_gaae 3 op RAIDS
£2| Quorum Device 9 critical VSP_69339 3 P RAIDS
£3!] starage Poal !B Critical WSP_§9999 9 [ RAIDS
£ Subsystem
4 (g Merts
=] Alerts
| Connedtor Alerts
| SHMP Trap Alerts
4 (g Performance =
m
» g Controller Port Performance %
4 HDP Paol Perfarmance g
> | Logical Unit Performance —  Detail View v =
+ 4 RAID Group Performance =
4 (5 Storage Replication Wiy Hitachi Storage Storage Pool properties of HUS110_91200074-POOL-DP-2
2! HNAS Snapshot Display Mame HUS110_31200074-POOL-DP-2
==%| Remote Storage Replication Full Path Hame Subsystem_172,16,105.7_172,16.105.5\HUS 110_91200074-POOL-DP-2
] storage Replication ObjectID HUS110_91200074-POOL-DP-2
A L e e j Subsystem HUS110_91200074
Showior Hide Views.., Fool !
U Pool Type oP
Fuiey RAID Level RAIDL
Status OWERTHRESHOLD
._ Monitoring Valume Count 24
. Total Capacity 17876
/[ Authering Free Capacity 854GB
. Used Capacity 965 GB
{5 Reporting Utilization 53.05%
0 L Cannector 10 SCOM-WINZ0DSR2, contoso.com
¢ Administration
T{‘ My Workspace
Ready 4

With global storage virtualization Virtual DKC configurations, information pertaining
to the Physical DKCs upon which the Virtual DKC resides is displayed.
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The Subsystem field displays values which reflect the association between the
Virtual DKC and the Physical DKCs upon which it resides. The Physical DKC
information is shown in parenthesis to the right of the Virtual DKC information,
such as Virtual DKC (Physical DKC). If the target Virtual DKC shares the same
Physical DKC with other Virtual DKCs, duplicate Physical DKCs are eliminated and
displayed as Virtual DKC1, Virtual DKC2, ... (Physical DKC). Thereis an n:1
correlation between Virtual DKCs and Physical DKCs.

[I| % storage Pool - cantoso - Operations Manager M=
Fle Edt View Go Tads Toos Help

search | W scope ([ Find (2] Teske]| @)

Manitoring < Storage Pool (78) <
4 (3 HitachiStorage Systems 4] QLookfor: [— Find Mow  Clear x
4 (_ Hitachi Storage Systems 3.4 ’Q‘ Subsystem | Pocl | Pool Type RAID Level e
] Controler /SP_G1000_50002, VSP_G1000 5432 (YSP_G1000_50002), | 11 3 RAIDS
o vsP_g100n 543200/5P_G1000_50002 [vsPe1MQ 5432y 11 Ps RAIDS
AT wsP_G10m0_54321 \5P_G1000_50002 [VSP_G1000_54 PG RAIDS

£ Evs
v GL000_54321 (VSP_GL000_50002) RAIDL

V5P_61000_5000 1000_54321 (¥SP_G1000 5000 1. RAIDS

£22] File Server Node
£ File System
=i Link Aggregation

55 Link Aggregation Fort VSP_GLN oo _s0002) 5
£2| Logical Unit VSP_GL0N o0 _54321) 5
25| Quarum Device WSP_GLinN, Ani_50002) 5
£5E| Storage Paol VSP_G1000_50002, VSP_G1000_54321 [VSP_G1000_50002) 1.5 PG RAIDS
2] subsystem VSP_G1000_54321, VSP_G1000_50002 [(VSP_G1000_54321) 15 PG RAIDS
et VSP_GLO0D 54321, VSP_G1000_50002 [/SP_GL00D 54321 1% PG RAIDS
4 (g Performance
\/SP_G1000_50002, VSP_G1000_54321 [/SP_G1000 50002 1.7 2 RAIDS
» | g Contraller Port Perfarmane:
. I3 HDP Fool Ferformance \SP_G1000 54321, VSP_G1000_50002 [¥SP_G1000 54321 17 6 RAIDS -
. j a0 L\ rerrarmiana VSP_G1000_50002, VSP_G1000_54321 [¥SP_G1000_50002 1% PG RAIDS B
4 RAID Graup Performanc: VSP_GLO0D 54321, VSP_G1000 50002 [/SP_GL00D 543211 1% PG RAIDS | :
. Q
4 Storage Replication Detail View v 2
2 Micrasoft Audit Collection Serces -
4 Microsort Windows Clerk | B Hitachi Storage Storage Pool properties of ¥SP_G1000_50002-POOL-PG-1-1
2 MicrasoftWindows Sewer Display Name WSP_61000_50002-POOL-PG-1-1
4 Network Monitoring Full Path Harne Subsystem_YSP_GLOA0_S0002\WSP_G1000_50002-POOL-PG-1-1
& Operations Manager Object 1D VSP_61000_50002-POOL-PG-1-1
s = Subsystem VSP_61000_50002, SP_G1000_54321 [vSP_G1000_50002)
Show or Hide Views.. Foal 11
Pool Type PG
Hewrlon h RAID Level RAIDS
Status NORMAL
. Menitoring Wolume Count -
. Total Capacity 236 TG
/ Authoring Free Capacity 23278
e ) Used Capacity 447968
; LEzng Utilization 185%
o . . Connector I SCOM-WIN2008RZ contoso.com
¢ Administration
T{‘ My Workspace
|
Ready 4
The Storage Pool view contains the following columns and definitions.
Field Description
State Storage pool health: Healthy, Warning or Critical
Maintenance Mode N/A
Subsystem? Name of the subsystem
Pool Subsystem pool number
Pool Type Pool type: DP, DT, RT, COW, RG , PG, MINL, RINL, INITINL,
EMPTYJNL, MINL_RINL_UR, MINL_UR, RINL_UR, INITINL_MF,
HDP_MF
RAID Level Possible RAID levels are RAIDO, RAID1, RAID5, RAID6, or
RAID10.
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Note

—_ ‘

—

=K With global storage virtualization Virtual DKC configurations, this field will resemble Virtual DKC
R —— (Physical DKC).

Subsystem View

Access the Subsystem view from the Monitoring pane of the Operations Manager
console.

w
to

o Hitachi Storage Systems > Hitachi Storage Systems 3.11 >
Subsystem

I R Subsystem - contoso - Operations Manager . [0] x|
File Edt View Go Tasks Tools Help

seachv | B scoge () Fnd] 1) Tsis| @

Monitoring ¢ Subsystem (2 <
4 (3 Hitachi Storage Systems 3.8 A QLookfor: FindNow  Cexr x
] Controller State | Subsystem FleServer P | Model SeridlNumber | Firmware Controler 0P | Controller 1 IP
1] Controller Pot &9 Critical HUS110_91200074 - HUS110 91200074 0975/AW 172.16.105.7 172.16.105.8
Drive &9 Critical VSP_69999 . VsP 69999 70-06-09/00
I EVS
47| File ServerNode
43| File System
4| Link Aggregation
£2%| tink Aggregation Port
%!/ Logical Unt

4! Quorum Device
+! storage Pool
#!| Subsystem
4 (g Alerts
| Alerts
| ConnectorAlerts
» SNMP Trap Alerts
4 (g Performance
3 Controller Port Performance
g HOP Pool Performance
4 Logical Unit Performance

aued yse|

Detail View v

4 RAID Group Performance
4 (g Storage Replicaton B Hitachi Storage Subsystem propesties of Subsystem_172.16.105.7_172.16.105.8
£.1| HNAS Snapshot play Name Subsystem_172.16.105.7_172.16.105.8
% Remote Storage Replicaion Full Path Nan Subsystem_172.16.105.7_172.16.105.8
Subsystem_172.16.105.7_172.16.105.8
HUS110_91200074
Online

% Storage Replication _]
-

Show or Hide Views...

HUS110
e 0975/A-W
Bl Monitoring troller 0 172161057
X t 1 172.16.105.8
/| Authoring tor SCOM-WIN2008R2.contoso.com
91200074
Iw Reporting

Administration

I) My Workspace

Ready

ith global storage virtualization Virtual DKC configurations, information pertaining
the Physical DKCs upon which the Virtual DKC resides is displayed.

The Subsystem, Model and Serial Number fields display values which reflect the
association between the Virtual DKC and the Physical DKCs upon which it resides.
The Physical DKC information is shown in parenthesis to the right of information for
the Virtual DKC, such as Virtual DKC (Physical DKC). If the target Virtual DKC
shares the same Physical DKC with other Virtual DKCs, duplicate Physical DKCs are
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eliminated and displayed as Virtual DKC1, Virtual DKC2, ... (Physical DKC). There
is an n:1 correlation between Virtual DKCs and Physical DKCs.

[I| & subsystem - contoso - Operations Manager ME |
File Edit View Go Tasks Tooks Help

sewchv _ B scope (£ Fnd] [ Teske| @ .

Monitoring € Subsystem (2) «
4 (g Hitachi Storage Systems 2| X Lookfor: EndNow  Clear X
4 (g Hitachi Storage Systems 3.8 =) Subsystem File Server IP | Model Serial Number Firmware Controller 0IP | Controller 1 IP
1| Controllr VSP_G1000_50002, VSP_G1000_54321 (VSP_G1000_50002), - VSP_G1000, VSP_G1000 (VSP_G1000) 50002, 54321 (5000  80-04-01/00 -
;”_"‘“’""M VSP_G1000_54320 V5P G1000_50002 (VSP_G100AS4I2Y) - VSP_G1000, VSP_G1000 (VSP_G1000) 54321, 50002 (54321)  $0-04-0/00 -
%! Drive

& Evs

%! File ServerNode
47 File System

%! link Aggregation

1] Link Aggregation Rort Virtual
% logical Unk

Physical

4% Quorum Device
4% Storage Pool
4% Subsystem
4 (g Alerts
| Alerts

| Connector Alerts =
| SNMP Trap Alerts

4 (g Performance

=

4 Controller Port Performance | | & -
4 (g HOP Pool Performance Detail View v ;

< Read Rate

] Read Transter Rate D Hitachi Storage Subsystem properties of Subsystem_VSP_G1000 50002

2] Transter Rate Display Name Subsystem VSP_G1000_50002

<] Write Rate Full Path Name Subsystem_VSP_G1000 50002

| Wirite Transfer Rate ect Subsystem VSP_G1000_50002

— ﬂ bsyste: VSP_G1000_50002, VSP_G1000_54321 (VSP_G1000_50002)

Show or Hide Views... Online

VSP_G1000, VSP_G1000 (VSP_61000)

80040100
. Monitoring .
/| huthoring SCOM.WIN2003R2.contoso.com
50002, 54321 (50002)
1—‘ Reporting

Administration

‘I) My Workspace

Ready

The Subsystem view contains the following columns and definitions:

Field Description
State Availability State of Subsystem
Maintenance Mode N/A
Subsystem? Name of the Subsystem
File Server IP HNAS IP Address
Model* Model of the HUS, VSP, HUS VM, VSP G1000, VSP Gx00, VSP Fx00, VSP G1500,
VSP F1500, HNAS (Unified NAS module only) storage device
Serial Number? Subsystem Serial Number
Firmware Microcode level of the storage array
Controller 0 IP? Subsystem Controller 0 IP address
Controller 1 IP? Subsystem Controller 1 IP address
—p| Notes
= ~| 1. with global storage virtualization Virtual DKC configurations, this field will resemble Virtual DKC
R (Physical DKC).
2. When VSP Gx00 and Fx00 arrays are being used, the Controller 0 IP field corresponds to Controller
1 for the array, while the Controller 1 IP field corresponds to Controller 2.
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Controller Port Performance

HUS, VSP, HUS VM, VSP G1000, VSP Gx00, VSP Fx00, VSP G1500, and VSP
F1500

Access the Controller Port Performance view from the Monitoring pane of the
Operations Manager console.

o Hitachi Storage Systems > Hitachi Storage Systems 3.11 >
Performance > Controller Port Performance

You can choose from the following performance views:

e IO Rate
¢ Read Rate (HUS only)
¢ Read Transfer Rate (HUS only)
e Transfer Rate
e Write Rate (HUS only)
e Write Transfer Rate (HUS only)
[[I %10 Rate - contose - Dperations Manager M= E3
File Edit View Go Tasks Took Help
Search v B scope [7] Tasks|| @)
Monitoring ¢ IO Rate ¢
£ Quorum Device d
£ Storage Pool 14
=22 Subsystem
4 (g Merts
| Blerts 08+
| Connector Alerts
| SHMP Trap Alerts
4 (g Performance 06
4 {3 Controller Port Performance
4 10 Rate
| Read Rate 04
P=] Read Transfer Rate
2= Transfer Rate
2] ihirite Rate 02
2] Write Transfer Rate
» |z HDP Pool Performance
4 | 3 Logical Unit Performance i
T T T T T T
P Read Rate 3182006 3182016 182016 JMER0M6  JMB2016  NMGR016  I1ER016  W182016  JIBR016 182016 3182016 3182016 =
5] Read Transfer Rate 1000AM  T0.05AM  10:10AM T0:I5AM 1020AM T0:25AM 10:30AM 10:35AM 1040AM 1045AM 1050AM  T055AM B
~
U= Transfer Rate g
b it Rate Legend v o3
¥4 Wirite Transfer Rate 2 Lookfori Al ems l:l
» g RAID Group Performance
o Show Color Path Target Rule Object Counter Instance Seale Baseline
4 (3 Storage Replication
i [ o— Subsystem_172,16,105.7_172,16.105.8  HUS110_31200074-CTL-00-PORT-0A Controller Port 10 Rate  IOPS I No
#2| HNAS Shapshot
] Remote Starage Replication J 7 — Subsystem_172,16,105.7_172.16.105.8  HUS110_91200074-CTL-00-PORT-0B Controller Port IO Rate  [OPS bi4 Mo
il e [—— Subsystem_172.16,105.7_172.16.105.8  HUS110_91200074-CTL-00-PORT-0C Controller Port 10 Rate  TOPS I Mo
Sl R r Subsystem_172,16,105.7_17216.105.8  HUS110_91200074-CTL-00-PORT-0D Cantroller Port 10 Rate 0P 1x Ho
LA [0 == Subsystem 172.18.105.7 172460056  HUS110 91200074-CTL-01-PORT-14 Controller Port 10 Rate  IOPS I No
. T — Subsystem_172,16,105.7_172.16.105.8  HUS110_91200074-CTL-01-PORT-1B Controller Port IO Rate  [OPS bi4 Mo
Monitori
) Monftering r Subsystem_172.18,105.7_172.16.105.8  HUS110_81200074-CTL-01-PORT-1C Controller Port 10 Rate  TOPS Ji4 Mo
‘f Authoring r Subsystem_172,16,105,7_172.16.105.8  HUS110_81200074-CTL-01-PORT-1D Controller Port 10 Rate  IOPS I No
i‘J Reporting
4 Administration
T;‘ My Workspace
v
Ready 4
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With global storage virtualization Virtual DKC configurations, information pertaining
to the Physical DKCs upon which the Virtual DKC resides is displayed.

HDP Pool Performance

HUS, VSP, HUS VM, VSP G1000, VSP Gx00, VSP Fx00, VSP G1500, and VSP
F1500

Access the HDP Pool Performance view from the Monitoring pane of the
Operations Manager console.

¢ Hitachi Storage Systems > Hitachi Storage Systems 3.11 >
Performance > HDP Pool Performance

You can choose from the following performance views:

108

¢ Read Rate
¢ Read Transfer Rate
e Transfer Rate
e Write Rate
¢ Write Transfer Rate
| PR Read Rate - contoso - Dperations Manager [_Io[x]
Fle Edit View Go Tasks Tooks Help
T s s [0 .
Monitoring ¢ Read Rate J
&2 Quorum Device j
£ Storage Pool 19
£ Subsystem
4 (g Merts
=] Alerts 08
| Connector Alerts
| SHMP Trap Alerts
4 (g Performance 06
4 Controller Port Performance
4 | g HDP Pool Performance
= Read Rate 04
1 Read Transfer Rate
4 Transfer Rate
25 Wirite Rate 02
2= Wirite Transfer Rate
4 Logical Unit Perfarmance
> L RAID Group Performance i
4 (L3 Strage Replication 3;‘1&‘2016 3}1&"2016 34'1&"2016 3}1&‘2015 182016 3182016 3182016 182016 3182016 JMBI2016 36206 3182016 =
2] Huas snapshot 1005AM  10:10AM  10:15AM  1020AM  1025AM  10:30AM 10.35AM 104DAM 10:45AM  10:50AM 10:E5AM  11:00AM {i
£:%| Remote Storage Replication 3
=% Storage Replication Legend v o3
5 Microsoft Audit Collection Senices 2 Lookfori Al ems l:l
4 Microsoft Windous Ciert
—) Show Color Path Target R Object Counter Instance Scale Baseline
2 Microsoft Windows Serer
A Network Maritoting r Subsystem_172.18,105.7_172.16.105.8 HUS110_91200074-POOL-DP-0 HOP Panl Read Rate 10PS 1 No
4 Operations Manager j [ — Subsystem_172.16,105.7_172.16.105.8 HUS110_91200074-POOL-DP-1 HOP Pool Read Rate 10PS Ir Ho
- - - r Subsystem_172,18,105,7_172.16.105.8 HUS110_91200074-PO0OL-DP-2 HDP Paol Read Rate 0PS I Ho
Show or Hide Views... W = Subsystem_172.18.1057 172161056 HUS110_91200074POOL-DP-3 HDP Pool Read Rate  10PS 1% Ha
M iew » r Subsystem_172.16,105,7_172.16.1058  HUS110_91200074-FOOL-DP-10 HDP Pool Read Rate  TOPS "3 Mo
. ] Subsystem_172.18,105.7_172.16.105.8 HUS110_91200074-POOL-DP-12 HOP Panl Read Rate 10PS 1 No
. Menitoring [ — Subsystem_172.16,105.7_172.16.105.8 HUS110_91200074-FOOL-DP-23 HOP Pool Read Rate 10PS Ir Ho
‘/\ Authoring [0 == Subsystem_172.16.105.7_172.16.105.8 HUS110_91200074-POOL-DP-43 HDP Paol Read Rate 0PS I Ho
i‘J Reporting
1: Administration
T{‘ My Workspace
T4l [ E
Ready 4
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With global storage virtualization Virtual DKC configurations, information pertaining
to the Physical DKCs upon which the Virtual DKC resides is displayed.

The LUs which correspond to all of the Physical DKCs upon which a Virtual DKC
resides are displayed without the elimination of duplicates.

There is a 1:n correlation between Virtual DKCs and Physical DKCs.

| PR Read Rate - contoso - Operations Manager =l |
Fle Edit View Go Tasks Tools Help

s B S

Monitoring ¢ Read Rate )

£ Quarum Device B
| Storage Poal 14

£ Subsystem

4 (g Merts
| Blerts 02
| Cannector Alerts
| SNMP Trap Alerts
4 (g Performance 06
4 Controller Port Performance

4 |3 HDP Poal Perfarmance

ead Rate 04
ead Transfer Rate
ansfer Rate

rite Rate

rite Transfer Rate

é Logical Unit Performatce

» L4 RAID Group Performance 5
; ; ; ; T
Storage Replication 3182016 31822016 3182016 182016 3NGR2006 38016 82016 182016 IN8AN16  IIB016 382016 1B0T6

4 o
HINAS Snapshit 10:05 AM T0:10AM  10:15AM 1020AM  10:25AM  10:30AM 10:35AM  10:40AM 10:45AM  10:50 AM 10:55AM  11:00AM %
58
Remate Storage Replication g
2] Storage Replication Legend v 3
5 Microsoft Audit Collection Senvices 2 Lookfor Al rems 3 l:l
4 Microsoft Windous Ciert
—) Show Color Path Target R Object Counter Instance Scale Baseline
2 Microsoft Windows Serer
4 Nebwork Manitoiing r Subsystem_172.16,105.7_172.16.105.8 HUS110_91200074-FOOL-DP-0 HOP Pool Read Rate 10PS Ir Ho
B oo stior o [ = Subsystem 172161057 172461056 HUST10 41200074 POOL D-1 HDP Pool Read Rate  10PS 1 Ho
= e - j r Subsystem_172.18,105.7_172.16.105.8 HUS110_91200074-POOL-DP-2 HOP Panl Read Rate 10PS 1 No
Show or Hide Views.. ¥ = Subsystem 172151057 172161058 HUS110 91200074-FOOL-DF-3 HDP Pool Read Rate  10PS 1 N
New v ) r Subsystem_172,16,105.7_17216408.8  HUSL10_91200074-POOL-DP-10 HDP Pool Read Rate  10PS b Ho
. ] Subsystem_172.18,105.7_172.16.105.8 HUS110_91200074-POOL-DP-12 HOP Panl Read Rate 10PS 1 No
Monitorin
. 2 [ — Subsystem_172.16,105.7_172.16.105.8 HUS110_91200074-FOOL-DP-23 HOP Pool Read Rate 10PS Ir Ho
J‘ Authoring [ — Subsystem_172.18,105.7_172.16.105.8 HUS110_91200074-POOL-DP-48 HOP Panl Read Rate 10PS 1 No
iu Reporting
% Administration
m My Workspace
4 |
Ready 4
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Logical Unit Performance

HUS, VSP, HUS VM, VSP G1000, VSP Gx00, VSP Fx00, VSP G1500, and VSP
F1500

Access the Logical Unit Performance view from the Monitoring pane of the
Operations Manager console.

o Hitachi Storage Systems > Hitachi Storage Systems 3.11 >
Performance > Logical Unit Performance

You can choose from the following performance views:

Read Rate

Read Transfer Rate
Transfer Rate
Write Rate

Write Transfer Rate

| PARead Transfer Rate - contoso - Operations Manager [_[C]
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With global storage virtualization Virtual DKC configurations, information pertaining
to the Physical DKCs upon which the Virtual DKC resides is displayed.

The LUs which correspond to all of the Physical DKCs upon which a Virtual DKC
resides are displayed without the elimination of duplicates.

There is a 1:n correlation between Virtual DKCs and Physical DKCs.

RAID Group Performance

HUS, VSP, HUS VM, VSP G1000, VSP Gx00, VSP Fx00, VSP G1500, and VSP
F1500

Access RAID Group Performance view from the Monitoring pane of the
Operations Manager console.

o Hitachi Storage Systems > Hitachi Storage Systems 3.11 >
Performance > RAID Group Performance

You can choose from the following performance views:

¢ Read Rate
¢ Read Transfer Rate
¢ Transfer Rate
¢ Write Rate
¢ Write Transfer Rate
Note
“22’?" PG performance values may not be properly acquired for VSP, HUS VM, VSP G1000, VSP
—_L:—‘ Gx00, VSP Fx00, VSP G1500, and VSP F1500 sub-systems if pool configuration elements are

included in the RAID group.
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With global storage virtualization Virtual DKC configurations, information pertaining

to the Physical DKCs upon which the Virtual DKC resides is displayed.

The LUs which correspond to all of the Physical DKCs upon which a Virtual DKC
resides are displayed without the elimination of duplicates.

There is a 1:n correlation between Virtual DKCs and Physical DKCs.

HNAS Snapshot

HNAS/Unified HNAS

Access the HNAS Snapshot view from the Monitoring pane of the Operations
Manager console.

¢ Hitachi Storage Systems > Hitachi Storage Systems 3.11 > Storage
Replication > HNAS Snapshot
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Remote Storage Replication

HUS, VSP, HUS VM, VSP G1000, VSP Gx00, VSP Fx00, VSP G1500, and VSP
F1500

Access the Remote Storage Replication view from the Monitoring pane of the
Operations Manager console.

o Hitachi Storage Systems > Hitachi Storage Systems 3.11> Storage
Replication > Remote Storage Replication

| PR Remote Storage Replication - contoso - Dperations Manager _[O|
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With global storage virtualization Virtual DKC configurations, information pertaining
to the Physical DKCs upon which the Virtual DKC resides is displayed. GAD pairs, if
any, are displayed in this view.

The Subsystem, Primary Volume, Remote Subsystem and Secondary Volume fields
display values which reflect the association between the Virtual DKC and the
Physical DKCs upon which it resides. The Physical DKC information is shown in
parenthesis to the right of the Virtual DKCs, such as Virtual DKC (Physical DKC).
If a Virtual DKC resides upon multiple Physical DKCs, each Physical DKC is listed
within parentheses like Virtual DKC (Physical DKC1, Physical DKC2).
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The LUs which correspond to all of the Physical DKCs upon which a Virtual DKC
resides are displayed without the elimination of duplicates.

There is a 1:n correlation between Virtual DKCs and Physical DKCs.
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Storage Replication

HUS, VSP, HUS VM, VSP G1000, VSP Gx00, VSP Fx00, VSP G1500, and VSP
F1500

Access the Storage Replication view from the Monitoring pane of the
Operations Manager console.

o Hitachi Storage Systems > Hitachi Storage Systems 3.11 > Storage
Replication > Storage Replication
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Caution

! When monitoring Thin Image pair snapshot groups and cascade types, only users with
= permission to access all resource groups can add storage systems.

With global storage virtualization Virtual DKC configurations, information pertaining
to the Physical DKCs upon which the Virtual DKC resides is displayed.

The Subsystem, Primary Volume and Secondary Volume fields display values which
reflect the association between the Virtual DKC and the Physical DKCs upon which
it resides. The Physical DKC information is shown in parentheses to the right of the
Virtual DKC information, such as Virtual DKC (Physical DKC). If a Virtual DKC
resides upon multiple Physical DKCs, each Physical DKC is listed within parenthesis
like Virtual DKC (Physical DKC1, Physical DKC2).
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The LUs which correspond to all of the Physical DKCs upon which a Virtual DKC
resides are displayed without the elimination of duplicates.

There is a 1:n correlation between Virtual DKCs and Physical DKCs.
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Performance Collection

Performance collection enables you to store accumulated performance information
for storage devices and then display that information in graph form in the
Performance view. This chapter describes how to set up performance collection
and display it in the Performance view. It also describes how to optimize settings
for additional functions of the Hitachi Infrastructure Adapter for Microsoft® System

Center Operation
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Changes to the Monitoring directory tree

In prior versions of the software, whenever a management pack was upgraded, the
old management pack was replaced with the new one; however, in the current
version of the software older management packs can be kept even though a newer
version of a management pack is installed. This enables performance information
to be retained from version to version. The directory tree in the Monitoring pane
has been rearranged to show sub-directories at the management pack version level.
The Alerts view directory is now one level higher.

Monitoring tree in v1.6.0 Monitoring tree in v1.7.0 and later
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Limitations

There are some limitations regarding performance collection.
Installation to the environment with an old version

When installing the current version of the software, you must first uninstall the
v01.6.0 or earlier version.

SCOM and SQL Server Performance Requirements

The SCOM server and SQL server must both be high performance in order to collect
storage performance information because the memory that both require increases
as the amount of collected performance information increases. The SCOM and SQL
Server themselves require a minimum of 8GB of memory, even if there is only one
device collecting performance information for all the LUs and even if it is disabled.
Since a single device can contain many LUs, a large amount of memory is required
to collect all of the performance information and display it in graph form.

When you collect performance information for an LU in a device where many LUs
have been created, depending on the hardware performance of the server on which
the SCOM and SQL Server are installed, you can set up a counter for performance
collection and thus narrow the Target Logical Unit.

Because such large amounts of memory are required and because a high-speed
disk is required to write the large amounts of performance information to the disk,
use the Microsoft Operations Manager Sizing Helper Tool to calculate the actual
hardware you will need. Make your calculations using the equivalency of one
Windows computer per Logical Unit targeted for performance collection.
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Server A Server B
Disk: 4 disk RAID 10 Disk: 8 disk RAID 10(Data)(300 GB)
Memory: 8GB 2 disk RAID 1(Log)
CPU:4Cores Memory: 16GB

CPU:4Cores

SQL

Operations
Manager

Operations
ManagerDW

Example configuration of 500 LUs targeted for performance collection

If you install SCOM and SQL on the same server and run on an independent HDD,
limit the number of Logical Units targeted for performance collection to about 100
units at most.

Collecting performance information from a large number of LUs will overload
writing to the SCOM and SQL disk. Loading up on the SCOM and SQL queue will
deplete memory and may cause SCOM to crash.

Server A

Memory: 16GB
Disk: 1 disk NO RAID
Memory: 16GB
CPU:4Cores

SCOM

Operations

Manager

Operations
ManagerDW

Example configuration of 100 LUs targeted for performance collection
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Performance Collection Settings

Setting up performance collection is a two-step procedure: setting the target items

for performance collection, and optimizing the amount of performance data to be
collected.

Setting targets

You can control how much performance information is collected through the
combination of devices and performance information items. The default settings
enable collection of all performance information except Logical Unit.

pr— Note

cm—

=K The settings for HNAS cannot be changed. HNAS does not support collection of performance
R —— information.

As the number of performance collection items increases, the amount of data being
written to the SCOM and SQL server database also increases; however, you can

economize the drive by disabling any performance collection items you do not need
by using the Custom setting to narrow the collection target.

Setting Procedure

1. In the Hitachi Storage Connector Configuration console, click the
Performance tab.

Fle Action View ‘window Help |;|g|5|
LG
(Z1 Conscle Root Actions
L Hitachi Storage Connector -
anced CDHfIgUIEﬂDHl itachi Storage Connector Configu...
- Add Subsystem...
Subsystem | Model | Sensrum@er [ CTLY [ e [svPIP | AdminEVS 1P |
HUS110_812.. HUS110 91200074 1721610657 172161058 B Remove subsystem
VSP_69998  VSP 53999 172.16.105.11 View 3
HUS_VM_20. HUS VM 200001 172.16.105.12 N Window Fromm Here
VSP_GI000_.. VSP_G10. 54321 172.16.105.15 B s
WSP_GA0/G.. VSP_GA0.. 400003 1721610517 1721610618 172.16.105.23
HNAS-CLUS 55-1E-ED-6d- 172161651
B-HUS110_91200074
Wodel : HUS110
Serial Number: 91200074
CTLOIP: 172.16.105.7
CTL1IP:172.16.1058
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2. From the Counter Settings pane, select a subsystem.

Storage Connector Configur.

@Ee ot e whow e | sl
o el 7 Vel

(3 Console Root achi Storage Connector Configuration Actions
chi Storage Connector Configu...

L Hitachi Starage Connector
Subsystemsl Connector Configuration | Performance § Advanced Cnnhgurﬁmml

Hitas
2| S st

[~ Storage Performance Settings & stop
Collection Interval in seconds (1-86400) Kol Save Configuration
300 w5 Refresh
Wiew »

[~ Status Information

Mew Window From Here

Collection Status Stopped Help
[ Counter Settings
Subsystem | Caontroller Port Read Rate | Controller Port\Write Rate | Contraller Port 10 Rate | Caontroller Port Read Transf
HUS110_91200074 Enable Enahle Enable Enahle
SP_E9999 Enable Enahle Enable Enahle
HUS_vh_200001 Enable Enahle Enable Enszhle
WEP_G1000_54321 Enable Enable Enable Enshle
WSP_GA00/GR00_400 Enable Enahle Enable Enahle
HMAS-CLUSTY A A INAA INA,
| |
T COmTa e ot
Read Rate (OPS) Enahle - Read Transfer Rate (MB/S) Enable
Write Rate (I0PS) Enshle “rite Transter Rate (MB/S) Enable -
10 Rate (IOFS) Enable - Transfer Rate (MB/S) Enable
HOP Poal
Read Rate (IOPS) Enable ~ Read Transfer Rate (MB/S) Enable =
Write Rate (I0PS) Enable - “Write Transfer Rate (ME/S) Enable -

Transfer Rate (MB/S) Enable =

i~ Logical Unit
Read Rate (I0PS) Enable - Target Logical Unit
\Write Rate (I0PS) Enshle = = Al

" Custom Add

Read Transter Rate (MB/S)  [Enable -
Write Transfer Rate (MB/S) Enahle =

RHHEH

Transfer Rate (MB/S) Enable  ~

4 | | Pemove id|
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3. Change the setting to Disable for any performance information item you do
not want to collect.

achi Storage Connector Configuration - [Console Root'Hitachi Storage Connector Configuration]

e Action  View ‘Window Help
= |r5E
(3 Console Raot Hitachi Storage Connector Canfiguration | Actions

L Hitachi Sterage Connector

f i tachi St [ tor C IR
Subsystemsl Connector Canfiguration | Performance ;l Advanced Cunﬁgurat\unl i ———

VEP_G400/GED0_400... Enable Enable Enable Enahle - & Start
HNAS-CLUSTT T4 A MNA INEA W] Sto
; ; aI bmd Save Configuration '
[~ Controller Port ‘4 Refresh
Read Rate (IOPS) Enshle ~ Riead Transfer Rate (MB/S) Ensble = Wiew 3
White Rate (I0PS) Enable - ‘White Transfer Rate (MB/S) Enshle = Mew Windaw from Here
10 Rate (OFS) Enable - Transfer Rate (MB/S) Enable - e
[~ HOP Paol
Read Rate (|OPS) Enable

~ Read Transfer Rate (MB/S) Enable =

Write Rate (I0PS) - ‘Write Transter Rate (ME/S) Enable

Transfer Rate (MB/S) Enable =

[~ Logical Unit
Read Rate (I0PS) Enable ~ [~ Target Lagical Unit
‘Wirite Fats (10PS) Ensblz = Al

Coousom [ A
Read Transter Rate (MB/S)  [Enable - —I

Write Transfer Rate (MB/S) Enable ~
Transfer Rate (MB/S) Enahle =
Femayve

Use "x" character as wildcard

SO

i~ Raid Group
Fiead Rats [10PS) [Enable =] Risad Transfer Flats (ME/S) [Enable -]
Wiits Rate (I0PS) [Enable =] White Transter Rate (MB/S) [Enable -]
Transfer Rate (MB{S) Enable =
>
4 | | =

-

=7 4 For any Logical Unit numbers set in the Target Logical Unit pane, set the physical LDEV numbers
T (physical LDEV IDs).

4, Save the configuration.

In the Actions pane, click Save Configuration.
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Optimizing collection precision

You can optimize the precision of the amount performance information collected;
by lowering the precision, you can economize a drive.

Setting procedure

1. In the Hitachi Storage Connector Configuration console, click the Advanced
Configuration.

= Hitachi Storage Connector Configuration - [Console Root'Hitachi Storage Connector Configuration]
@ Fle Adion View Window Help ‘ 2]

&= mEF

(3 Console Raot Hitachi Storage Connector Configuration | Actions
L Hitachi Storage Connector ]

Hitachi Storage Connector Configu... 4
|CunnemUrCDnﬁguratwum| Performan| el Advanced Cunﬁgurat\uml = -

Subsystem | Model | Serial Number [ CTLO Tt [svP P | AdminEVSIP |

fidd Subsystem. ..

HUS110_812.. HUS110 91200074 172161057 17216.1058 8 Remove Subsystem

VSP_B9833  WSP 53399 17216.105.11 view »
HUS_WM_20.. HUS_¥M 200001 17216.105.12 New Windaw Fram Here
WSP_G1000_.. WSP_G10.. 54321 17216.105.15 @ e

VSP_GAOD/G.. WSP_GAD.. 400003 1721610517 1721610518 1721610623

HNAS-CLUS 55-1E-ED-64- 172161651

=-HUS110_91200074
teModel : HUS110
i Serial Mumber: 81200074
CTLOIP:172.16.105.7
LCTLIP: 172161058

124 Performance Collection

Hitachi Infrastructure Adapter for Microsoft® System Center Operations Manager
User’s Guide for Storage Systems



2. In the Performance Collection Precision Settings pane, check the Use
Custom Precision option.

File Action View Help

ez
[ Hitachi St N I R S (N . o o I — N 7 =
A HtachtSorage[F=er c Configuration | Perf Advanced C Hitachi Storage Connector Configuration
~ || A Test Connection
-
Performance Collection Precision Settings ¥ Save Configuration
[v] Use Custom Precision View
= o ovrTETE TR efomance data's stored 1
in SCOMto be adusted. Storing data points in SCOM less frequertly wil cause Help
perfomance graphs to lose precision, yet will also cause database capacity to be
consumed less rapidly. Please see the User's Guide for more information
Controller Port10 Rate Controller Port Transfer Rate
Settolerance to: Settolerance to:
O Absolute number (0-65535): |1 I0PS O Absolute number (0-65535): |1 MB/s
@® Percentage (0-100): % ® Percentage (0-100): -
Maximum Sample Separation: Count i Sample
HDP Pool I0 Rate HDP Pool Transfer Rate
Settolerance to: Settolerance to:
O Absolute number (0-65535): |1 10PS O Absolute number (0-65538): |1 MB/s IS
® Percentage (0-100): @® Percentage (0-100):
Maximum Sample Separation: Sample
Logical UnitlO Rate Logical Unit Transfer Rate
Settolerance to: Settolerance to:
O Absolute number (0-65535): |1 10PS O Absolute number (0-65536): |1 MB/s N
Percentage (0-100): Percentage (0-100): %
A Sample Sep Sample Separation: 30 Count
)L v
< L'*,ﬁ* PS| IR m >
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3. For each of the performance collection items, modify the level of precision by
adjusting the tolerance and maximum sample separation counts. See the
table below for the optimization parameters. When done, click Save
Configuration.

File Action View Help

&= 2m= B

0 Conteom et
A itachiStorage [Subsy [c Config B | Advanced Configuration | Hitachi Storage Connector Configuration
~ll| A Test Connection
Performance Collection Precision Settings [ ¥ Save Configuration l
[¥] Use Custom Precision View
Help
(" Controller PortI0 Rate Controller Port Transfer Rate )
Settolerance to: Settolerance to:
O Absolute number (0-65535): |1 I0PS O Absolute number (0-65535): |1 MB/s
@® Percentage (0-100): E % ® Percentage (0-100): %
Maximum Sample Separation: Count Maximum Sample Separation: Count
HDP Pool IO Rate HDP Pool Transfer Rate
Settolerance to: Settolerance to:
O Absolute number (0-65535): |1 10PS O Absolute number (0-65535): |1 MB/s s
® Percentage (0-100): % @® Percentage (0-100): %
Maximum Sample Separation: 10 | Count Maxi Sample Separation: 10 Count
Logical Unit10 Rate Logical Unit Transfer Rate
Settolerance to: Settolerance to:
O Absolute number (0-65535): |1 10PS O Absolute number (0-65535): |1 MB/s
@® Percentage (0-100): 5 % ® Percentage (0-100) %
Maximum Sample Separation: |30 | count Maxi Sample Separati 30 Count )
< mn >I< mn >
Optimization Parameter Description

Tolerance Specifies the maximum value of the variation to skip storing in the
database. When the difference with the previously stored value is smaller
than the current value, the value is not stored in the database. The larger
the tolerance value, the lower the precision and less data is stored in the
database.

Maximum Sample Separation Specifies the maximum continuous interval that storing of performance
information to the database can be skipped. The larger the interval, the
lower the precision and less data is stored in the database; however, as
the interval increases, more time is required to plot the latest value on the
graph.
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10

10PS A
\ Y
wlerance

‘Maximum Sample Separation

Time

@ Mot Collected sample

@ Collected sample

Viewing Performance graphs

After you start collecting performance information, you can view graphs of the

information in the SCOM console Monitoring directory tree either directly from the
tree or from within a State view.

Viewing graphs from the Monitoring directory tree

View a performance graph by selecting the item you want to view from the
Performance folder in the Monitoring directory tree.

In the Monitoring pane of the SCOM console, select,

Hitachi Storage Systems >Hitachi Storage Systems 3.11 > Performance
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®A contoso - Operations Manager

Fle Edit View Go Tasks Tools Help

| searchv _ |

[_[=]x]

Monitoring <
£ Link Aggregation Fort =
&% Logical Untt q B B
— | Monitoring Overview
£2¥] Quarum Device [ e
2| storage Pool
2] Subsystem o . ) X )
[ lerts ‘0' Required Configuration Tasks: Actions;
4 (g Performance Wiew all Active Alerts
5 sl Fa RS T order for Operations Managerto manage and manitoryour .
s network you must complete the following steps: Wiew Computer State
10 Rate Wiew Distributed Application State
beel Read Rate % Required: Configure computers and devices to manage \iew Management Group Health
25 Read Transfer Rate % Required : Import management packs
b2 Transfer Rate B ) o
: % Required: Enable Notification Channels
] write Rate . Key Concepts:
T P % Upgrade to full version
The Monitaring Workspace
4 (g HOP Pool Performance
W Standard Wiews
4 Read Rate
R Rl Tramsher ot Health Explorer
ead Transfer Rate
ic:' . Properties of Alerts, Rules, and Manitars
B wirite Rate State and Alerts: Manitaring Seenarios
5 Write Transfer Rate
4Gl 1 Unit Perf & Computer Health: Go to Computers
(.3 Logical Unit Performance © citicat 9 Learn About:
2“2 Read Rate n N
= A Warning: 0 Finding Data and Objects in the Aperations Consale
22 Read Transfer Rate @ Healthy: 1 0 %
- / sing Views
< Transfer Rate () Maintenance Mode: 0
DA Wit Rate ) Unknown Status o Ianaging Alerts
B et - Using Maintenance Mode
4 (g RAID Group Performance A% Distributed Applications G to Distributed Applications Running Tasks
59 Read Rate @ critcal: 0 Tuning Monitoring by Using Targeting and Overrides
24 Read Transfer Rate A Warning: 0
% Transfer Rate @ Heattny: i .
] yrite Rate & Maintenance Mode: ' Online Resources:
- () Unknown Status 0 Microsaft System Center Online
3 Storegs Replieston Micrasoft System Center Community
R TR e Repartanlssue ar Suggestion to Microsoft
4 MicrosoftWindows Client o
» L MicrosaftWindows Seter
+ U Netwark Monitoring
4 Operations Manager =
Shov or Hide WViews..,
News Wiews b
EZEOE -y B
Ready
Notes
—/ The Performance information listed below is supported only by the subsystems indicated in
— & parentheses.
¥ =
[ S— H
= Controller Port Performance -> Read Rate View (HUS only)

= Controller Port Performance -> Write Rate View (HUS only)

= Controller Port Performance -> IO Rate View (HUS, HUS VM, VSP, VSP G1000, VSP Gx00, VSP
Fx00, VSP G1500, VSP F1500)

= Controller Port Performance -> Read Transfer Rate View (HUS only)
= Controller Port Performance -> Write Transfer Rate View (HUS only)

= Controller Port Performance -> Transfer Rate View (HUS, HUS VM, VSP, VSP G1000, VSP Gx00,
VSP Fx00, VSP G1500, VSP F1500)

Viewing graphs from within a State view
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You can display Performance views for selected storage devices from within the
State view. This narrows the displayed results to the components for the selected
storage devices only. You can display performance for the State views listed below.

Controller

Controller Port

Storage Pool (where pool type is DP, DT or DT (Active Flash), PG or RG only)
Logical Unit

Performance Collection
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Performance graphs cannot be displayed for State views other than those listed
above because the connected performance information does not exist.

With a State view open, you can open a Performance view in two ways.

1. Right-click on a subsystem, then select Open > Performance View.

B Controller Port - contoso - Operations Manager [-[=]x]
Fle Edit View Go Tasks Iools Help
i Searchw _ | Ml Scope _
Monitoring < Controller Port (8) » Tasks
27| Distributed Applications a| ook for: Find Mow  Clear x @ @
Tt i Stake | (2] subsystem | controller | contraller Part | Pratacal Portal IP | State Actions N
UND{Linux Computers ) Critical HUS110_91200074 a 2 EIRRE
- Open y [ 2] intenance Mode...
Windows Computers & Critical HUSL10 91200074 i (B
7 Agentless Exception Monitoring @ ety ST 31200074 Vaintenancs Made  » Diagram View
A Application Monitoring y E
: Data areh (@) Healthy HUS110 91200074 | £y Refresh 5 e
e erchows - Performance View —
4 15 Hitachi Storage Systems & citical HUS110.31200074 | [T Personalize view. .. 28 VI
. SEats Mew
4 (L Hitachi Storage Systems 3.5 Critical HUS110_31200074 Prapettiss .
2] Controller Critical HUSLL0_31200074 T = Health Explorer for HUS110_91200074-CTL-01FORT-1C
£2%] Contraller Port & Critical HUS110_31200074 1 18 Operations Manager Shell... foperties
s & Heath Bxplorer
EvS B
Navigation ~
FC Host Port
File ServerNode 2 A=EED
File System <] Diagram View
Link Aggregation T3] Event View
2] Link Aggregation Fort #4 Performance View
Logical Untt
i state View
Quorum Device
SRR [5] Wetwork Vicinity Dashboard
1] subsystem :
= o Hitachi Storage Controller Port
4 Alerts o Tasks
4 (5 Performance Detail View ¥
[l Peviershell Console
7 Controller Fort Performance |-
& HDP Pool Pertormance B Hitachi storage Controller Part properties of HUS110_91200074-CTL-01-PORT-1C T .
4 Logical Unit Performance Display Mame HUS110_91200074-CTL-01-PORT-1C .
A RAID Group Performance Full Path Mame Subsystern_172,16,105.7_172.16,105,8\HUS110_91200074-CTL-01-PORT-1C i Agent Counts by Date, Management Grou;
-01-PORT- a ; ’
4 storags Repllcstion ObjectID HUS110_91200074-CTL-01-PORT-1C I8 Alert Logging Latency
Subsystem HUS110_31200074 -
4 Microsoft Audit Collection Senvices Comtroller Port 1€ 2 Aerts
i Pse e mas G Status FAILED 12 Availability
7 Microsoft Windows Sewer Controller 1 Bl configuration Cranges
4 Network Manitoting Pratocol FIERE }
i
| Operations Marager Fortsi P . i Date Volume by Management Pack
Connector I SCOM-WIN2008R2.contaso.com = i I
| ST ¥ Data Volume by Workfiow and Instance
1 System Center Adwisor 5 Event Analysis
L 3
i

& UND¢Linux Computers
A Web Application Transaction Manioring

Shon or Hide Wiews..,

New Wiews b

Ready

Performance Collection

S Heaith
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2. Select a subsystem, then in the Navigation pane, click Performance View.

BR Controller Port - contoso - Operations Managar ME =
Fle Edit View Go Tasks Tools Help
search v _ | B seope @ .
Monitoring < Controller Port (8) > Tasks
£52] Distributed Applications A A lookfor: Fndhow  Clear x [ @
!’4 Tl Salate state (%] subsystem | controlier Controller Part | Protocol Partal IP State Actions o
E2E] UNDLinux Computers & Critical HUS110_91200074 1 1© FIBRE - -
i - Start Maintenance Modz...
] windows Computers & critical HUS110_91200074 ] 0c FIBRE B -
Agentless Exception Monitoring
an . . (@ Healthy HUS110_31200074 1 1A FIBRE -
4 Application Monitaring
(@) Healthy HUS110_31200074 0 04 FIERE -
Sl X [T Personalize view.
4 (£ Hitachi Storage Systems '!?‘ Critical HUS110_ 91200074 o 0B FIERE - =
G it ey e & critical HUS110_31200074 0 s} FIBRE - S .
] Controller ) Critical HUS110 31200074 1 1D FIERE -
— [= Eentity Properties
.1 Contraller Port '!;‘ Critical HUS110_ 81200074 1 1B FIBRE -
¥ Drive & Heaith Explorer
[&z] Ews -
= Navigation -~

| FC Host Part

I File ServerMode

File System

?| Link &ggregation
Link Aggregation Fort
Logical Unkt

£ Quorum Device

£21] storage Pool
552 subsystem
5 Alerts

4 (g Performance Detail view

A Contraller Part Performance

3 HOP Pool Performance B Hitachi Storage Controller Port propesties of HUS110_91200074-CTL-01-PORT-1C

A Logical Unit Performance Display Mame HUS110_31200074-CTL-01-PORT-1C
‘4 RAID Group Performanc: Full Path Mame  Subsystem_172,16,105.7_172.16 105.5\HUS110_91200074-CTL-01-PORT-1C
T ObjectID HUS110_81200074-CTL-01-PORT-1C
=]
Subsystem HUS110_31200074
A Microsoft udit Collection Serices Controller pert 16
A Microsoft Windowws Client Chatus FALED
 Microsoft Windaws Semer Controller 1
& Nebwork Monitoring Protocol FIBRE
A Operations Manager Portal IP -
Connector 1D SCOMWIN008R2,contose.com

7 SyntheticTransaction
2 System Center Advisor

4 UND¥Linux Computers -
A Web Application Transaction Manitoring |

Showe or Hide Wiews..,

e Wiews b

Ready

Performance Collection

2| Alert View
<| Diagram View

State View

[E%) Network Vicinity Dashboard

Hitachi Storage Controller Port
Tasks

& Powershell Console

Report Tasks A
§5 Agent Counts by Date, Management Grou|
§59 Alert Logging Latency

5 Aers

B Awilability

§5 Configuration Changes

#5 Data Velume by Management Pack

§5 Data Volume by Workfiow and Instance
5 Event Analysis

5 Heath
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Hitachi Storage Service Monitoring

This chapter provides instructions for performing Hitachi Storage Connector Service
monitoring with Hitachi Storage Adapter for Microsoft® System Center Operations
Manager.

O Monitoring Setting Procedure
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Monitoring Setting Procedure

By executing the following procedure with SCOM, the operation status of Hitachi
Storage Connector Service can be monitored. The operation status can be checked
in Monitoring > Active Alerts, or Monitoring > Hitachi Storage Systems
Alerts > Connector Alerts.

A “New” resolution state indicates that Hitachi Storage Connector Service stopped

132

running. When this happens, SCOM will appear as follows:

Meonitoring < Active Alerts (17)
4 B Monitoring 2| ALockfar: FindMow  Clear x
D | detive Glerts _ 1 source &) Mame Fresolution Stake | Created

U Discovered Inventony
&!| Distributed Applications

A Sauanibi Critical i)

[eb Hitachi Storage Service Monitoring

=5 Hitachi storage Connector Service Stopped et 4Ti2014 421:07
e Task Status
2] UND{Linux Computers ?.i Hitachi Server Service Monitoring Hitachi Compute Connector Service Stopped e AT/2014 406:23
2] Wwindows Computers 59 Data Access Service - 3COMELcontosa.c., Data Access Service SPM Mot Registered Ty 3/31/2014 5:53:5%
2 Agentless Exception Maonitoring 4 Severity: Waming (14)
A Application kanitoting /A SCOMBLcontoso.com An error occurred during computer werification from the disc.,  Mew 4772014 4:07:02
4 | g Datawarehouse = /b SCOMELcontoso.com A error occurred during computer werification from the disc.,  MNews 4Ti2014 407:02
| Aitive Alerts /A SCOMELcontoso.com An error oceurred during computer werification from the disc,,  New 44742014 407:02
2| All Event Wiew /b SCOMBLcontoso.cam Anerror occurred during computer werification from the disc..  Mew 47772014 4:07:02
2 Collection Ferformance AL SCOMEL contosa.com An error occurred during computer verification from the disc.. hew 47742014 4:07:02
= Collection Servers |
/A SCOMBL.contoso.com Product ewaluation is expiring today My 47472014 10:26:00
222 Synchronization Performance
e /¥ SCOMBLcontoso.cam Product evaluation is expiting in less than 24 hours Mets 4/3/2014 10126112
4 | g Hitachi
a
Ee -| /4, SCOMSLcontoso.com Product evaluation is expiring in less than 30 days ey 47342014 10:26:1¢
4 I I > /A SCOME1contoso.com Powver Shell Script failed to run ey 412014 5:16:12
Menitoring < Connector Alerts (1)
4 [ Hitachi Storage Systems Alerts | Look far: | Eind Now Clear x
L3S > ]| Path | Source |’g| Marme Resolution State | Created *
| ConnectarAlerts 4 Severit 1(1)
| WSP Alerts

a4 Microsoft Audit Callection Senices
4 Microsoft Windows Client

& MicrosoftWindows Sener

4 Netwark Monitoring

4 SVRWEBELC..

Hitachi Storage Service Monitoring

Hitachi Storage Connector Service Stopped

Pew

472142014 2:03:09 AM]
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Network Discovery

If the Hitachi Storage Connector Service and SCOM are running on different servers,
execute the following procedure.

1. From the SCOM Administration screen, select Device Management,
Agentless Managed. Right-click on Agentless Managed, and select
Discovery Wizard.

= Agentless Managed - contoso - Operations Manager

File Edit WView Go Tasks Tools Help
Administration ¢ Agentless Managed (0)
4 08 Administration & | Health State | FQDN
ﬁ} Cannected Management Groups
4 [ Device Managemert
i Agent Managed
e Agentless Managed
7 4 Discovery Wizard...
@ManagementSenﬂerﬁ =
&Y Pending Management = Crg\aite Management Pack.
|_:] LINISSLinux Computer EE Download Managerment Packs ...
ﬁ‘i‘ Management Packs &= Import Management Packs. ..
4 _qg Metwork Management
: 1?, Mew User Role 3
jﬂ Discovery Rules E
_—5_," Metwork Devices fu,  Create Run As Account...
%f_‘ Metwork Devices Pend 1_ Create Run As Profile. ..
a | Motifications
=5 Mew channel >
|:# Channels =
= . 1_) hew subscriber, ..
] Subscribers 3
_J- St . Mew subscription...
2 I‘ L Pradurt Cannectors M Add Managerment Group
Discovery wizard.. . (W Refresh i
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2. Select Windows computers.

m Computer and Device Management Wizard

to manage?

Windows computers

Discover Windows computers in your Active Directory
environment and install agents on the ones you want to
manage.
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3. Select Automatic computer discovery.

m Computer and Device Management Wizard
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4. Select Other user account.

Enter an account with domain Administrator rights on the computers you will
scan; click Discover.

Discovery Type
Auto or Advanced? Administrator Account

Administrator Account

] Select @ user account with Administrator rights on the computers you will scan. These credentials will
Select Objects to Manage also beused when installing the agents on managed computers.

Summary
{ Use selected Management Server Action Account

¥ Other user account

User name:

Indministrator

Password:

Domainz:

|conmosa I

[~ This is a local computer account, not a domain account

Mote: When selecting the local account option, the agent installation task will berun
as the local account, while the Discovery task will be run using the Management
Server Action Account.

< Previous Hew> | [ Discover | Cancel
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5. Select the devices you want to manage.

Select Agentless in Management Mode, and click Next.

mputer and Device Management Wizard

FP Select Objects to Manage

Discovery Type
Auto or Advanced? Discovery Results
Administrator Account
The discovery process found the following un-managed devices.

Select All Deselect All

Select the devices you want to manage:

O AD-CONTOSO. contoso. com
SVRWEE. contoso, com

Summary

Mote: If you do not see all of the computers you expect to see, you can obtain
information ontroubleshooting discoveryissues at http:/fgo.microsoft.com/fwdink?
LinkID=128340.

Proxy Agent

ISC{I\IO'Lmﬂln;n.mn Change |

Management Mode:

IAgenﬂess j

<Previos [[ Net> | Fiieh Cancel
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6. Click Finish.

m Computer and Device Management Wizard

-

Summa ry
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7. The operation’s status can be checked by selecting Administration > Device
Management > Agentless Managed.

= Agentless Managed - contoso - Operations Manager

=& x|
File Edit View Go Tasks Tools Help
Searchv 1N 2 Find ||[£] Tashs|| @ -
Administration < Agentless Managed (2) » Tasks
4 8 Administration | Health State | Faon # | Name Domain Ble
Connected M nt G i By: SCOMBL.cont At
35; qn. lanagement Group a y: con com (2) — .
4 |75 Device Management @ Healthy AD-CONTOSO.contaso.com AD-CONTOSO contoso =
=1 properti
*_‘- Agent Managed [@ Healthy SVRWEBS.contoso,com SVRWEBB CONTOSO roperies
[ Agentless Managed Change Proxy Age
@ Management Servers 7< Delete

lﬁ? Pending Management

Lj UNDX/Linux Computers
9§ Management Packs
',-,y Metwork Management

JE Discovery Rules

_—jf Network Devices

i& Network Devices Pending Mar
4 [ Motificatiors

% Channels

S

@ Subscribers
-] Subscriptions

j i Produrt Connertors _'L|
4 »

Discovery Wizard...

. Monitoring
Zr Authoring
;D:' Reporting
£ Administration
m My Workspace

Fl

[T¥] Personalize view..

Ready
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8. If the Connector service stops, SCOM will display an alert in Monitoring >
Active Alerts. These alerts can also be viewed in Monitoring > Hitachi
Storage Systems Alerts > Connector Alerts.

B active

rk

ontoso - Dperal

ns Manager MEE

Hle Edt Vew Go Tasks Iooks Help

search v _ Overides v _ § B scope _
Monitoring < Active Alerts (17) > Tasks
4 | Manitoring < 2 Lookfor: ErdNow  Clear x 0 @
B lctiveidlers 1] souree |2 1ame Resolution State | Created Alert Actions o |
] Discovered Inventory
] Distributed Applications View or edit the settings of this monitor
= Hitachi Storage Senice Monitaring Hitachi 5torage Connector Semvice Stopped New 4272014
& Task Status Start Moge...
T e e S S S e TEREE e TS e T LT e TS e CE SYEPTe T ™ T
%] Windows Computers Data Access Semice - SCOMBLEONtASO.L. Data Access Senvice SPN Not Registered New 37312014 515357
4 Agentless Exception Monitoring 4 Severity: Warning (14
% Application Monitoring SCOMBLcontaso.com An error occurred during computer verification from the dise..  New 4772014 40702 Overrides »
4 15 Data‘Warehouse A\ 5COMdLcontase.com A error occurred during computer verification from the disc..  New 4772014 407:02 Personalize view.
| adtive Alerts SCOML contose.com A error occurred during computer verification from the disc..  Hew 44772014 407:02
E} Subscription -
2l llEv e B 1. sCoM3Lcontoso.com A error occurred during computer verification from the disc.,  New 4112014 4074 L.
S Collection Performarnce i sCoMBLcontosaicom An error occurred during computer verification from the dise..  New 4772004 40702 o Create.
Collection s
Jlecion e SCOMELontoso.com Product ewaluation is expiring today Hew 4472004 10:26:07 ) Modiy..
54 Synchronizatian Performance
SCOMBLcontaso.com Product evaluation is expiring in less than 24 hours New 4372014 10:26:1¢
4 Hitachi Tasks B
e SCOMBLcontaso.com Product evaluation is expiring in less than 30 days New 4372014 10:26:1¢
SCOM#L.contoso.com Fower Shell Seript failed to run Hews 4ir0tasiagay | AlertFroperies
Showror Hide Views.. 1. SCOMdLcontose.com Alert Parameter Replacement: Failure Hew sr260014 1z L5 Close en
New View » i scoMsLcontoso.com Pawer Shell Script failed t run New 313/2014 9431 SetResolution State »
= SCOMBL contoso.com Pawer Shell Script failed ta run New 3/13/2014 9:43:1¢ [=] Entity Properties
Menitoring .
SCOMBL contoso.com Pawer Shell Seript failed ta run New NS Healtn Explorer
A Authoring A\ SCOMSLcontase.com Power Shell Seript failed ta run New 34372014 %:21:49
- Navigatien -~
-
|5 Reporting 5] Alert view
Administration <| Diagram View
i 2] event v
¥ My Workspace 4 | o | Event view
% performance View
Alert Details 1] Stte view .
Ready
Monitoring < Connector Alerts (1)
4 {3 Hitachi Storage Systems Alerts =] 2 Lookfor: FindNow  Clear x
2] Mlerts 1| path | source | )] mame Resolution Stats | Created ]
| connectoraierts . AP
Zlvspalerts p X
= ) SYRWEBSLC.,  Hitachi Storage Semvice Monitoring Hitachi Storage Connector Semvice Stopped  New
7 Microsoft Audit Collection Senicss

A Microsoftindous Cliert
A, Microsoft Windows Senver
2 Network Manitoring =l
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Glossary

This chapter defines the special terms, acronyms, and abbreviations used in this
document. Click the desired letter below to display the glossary entries that start
with that letter.

AEQDEEQHLJKLMNQEQB&IQMWXXZ
B
BIOS
Basic Input Output System
BMC
Baseboard Management Controller
C
CCI
Hitachi Command Control Interface
CLI
Command Line Interface
CPU
Central Processing Unit
D

DNS
Domain Name System
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EFI
Extensible Firmware Interface
EVS
Enterprise Virtual Server
F
FC
Fibre Channel
FRU
Field Replaceable Unit
G
GUI
Graphical User Interface
GUID
Globally Unique Identifier
H
HORCM
Hitachi Open Remote Copy Manager
I
ICMP
Internet Control Message Protocol
IP
Internet Protocol
IP Address
Internet Protocol Address
L
LAN
Local Area Network
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LED

Light Emitting Diode
LOM

Lights Out Management—a remote server management system
LP

Logical Partitioning

LUN

Logical Unit Number

M

Management

Management includes discovery, initialization, configuration, provisioning,
health and performance monitoring, alarms and alerts, and other system
management functions.

Management IP address

IP address assigned to the management LAN for the external connection.
Management IP address is used to manage the device.

MIB

Management Information Base

MMC

Microsoft Management Console

MP

Management Pack

oIDb
Object Identifier

P

PCI Card
PCI Card mounted on Motherboard

R

RPM

Rotations Per Minute
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S

SCOM

System Center Operations Manager

SMASH

A standard server hardware management interface

SNMP

Simple Network Management Protocol

W

WMI

Windows Management Instrumentation

WS-Management

A Web service for device management
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